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Abstract

This paper discusses image semantics and the repercus- ﬂ
sions that its correct definition has on the design of image ' ]
databases. | argue that meaning can only be defined in the —
context of a query, and can only be revealed in the context of B
the whole database. Meaning is amergenjproperty that
derives from the user’s exploration of the image space aided
by the database.

| define an interface and an interaction model that mix
browsing and searching, and that allow users to explore the
image space in search of meaningful images.

1 Introduction Figure 1: An example of query from a first generation image
database.

The Webster dictionary defines an interface as “the overlap

where two theories or phenomena affect each other, or hayg. The database obviously is making some sense out of
links with each other.” This definition is singularly on thethe similarity criterion that we selected. The problem is that
mark when we are considering interfaces between users amé sense that the database is making is not what the user
visual information systems. wanted.

In most computer applications, the interface is a link be- We can analyze the situation as follows. The user had
tween two semiotic systems (the user’s actions and the s\ssmesemantic specificatioim mind (“I want to see images
tem’s functions) that share a common semantics. | will argusf old doors”). He found an example of an old door and con-
that this is not the case in image databases: the user and gagted a similarity criterion that, according to him, captured
database operate at two different semantic levels. | call thenotion of similarity that couldnducethat semantic (the
problem resulting from this mismatch tsamantic gap door is blue, and it has a fairly well defined structure). The

The semantic gap is best exemplified by making refedatabase used this similarity to sort the images and returned
ence to Fig. 1, which is a typical example of query and arthe best results. The similarity did in faoducea semantics
swer from a current image database. The query is the imagethe database images. Alas, not the right one. This results
in the top-left corner, and the similarity crierion includedin the semantic gapThe user has a fairly rich semantics in
a weighted combination of global color, local color, edgeanind when he starts selecting a similarity criterion, but the
and texture, in which the weights can be selected using fotgols that the database offer him are inadequate to express it.
“knobs” in the interface. Connected to this, there is the problem of query refine-

Some of these images are acceptable answers to timent. Receiving an answer like that of Fig. 1 is not bad at
query, while others will appear quite out of place. We caall, providing that one knows how to change the similarity
show, however, that most of them are not out of place at aliriterion in order to improve it.In this sense, the database
The woman face in third position, for instance, is there befalils: it is not clear how one should manipulate the weights
cause the forehead of the woman is very similar in structui the similarity criterion in irder to improve the answer.
and position to the arch above the door in the query. Thene doesn’'t know whether we should give more weight to
fourth image is there because the vest of the woman is siroelor, less weight to texture or whatnot. In fact, our four
ilar in color and position to the door in the query, and sd&nobs probably don't give us enough expressive power to
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let us express the similarity criterion we would need.

We propose that the meaning of an imageastextual
(depends on the conditions under which the query is made
anddifferential(is apparent if the image is placed in opposi-
tion to other images which don’t share the same meaning).

These ideas lead to the design of a different type of im-
age database. In the system | am presenting, the sema
tics is not an intrinsic property of the images, buteaner-
gentproperty of the interaction between the user and the
database. The interface between man and machine assum
a preponderant role in this new organization.

2 Meaning

In syntactic databases, the mearinfja record is composi-
tional: itis a function of the syntactic structure of the recor
and of the meanings of its components.

Let @ be the set of all possible queries for a databas
Then the meaning of a record, or a well formed fragment of

q:igure 2: A Modigliani portrait placed in a context that sug-
gests “Painting.”

arecordr, can be defined as a function Semantic level beyond the objects are used very
[R]: Q — {yes, nd 1) often in evocative scenarios, like art and advertising
' yes, [Calianietal., 1998]. There is, for instance, a fairly

such thatR](q) = {yes if the recordr satisfies the query complex theory of the semantics associated with color

¢. Compositionality implies that, if a record is produced b}[Itten, 1961], and with certain artistic representational con-
arule like ventions [Gombrich, 1965].

The full meaning of an image depends not only on the

j:R— a1 Rias - an Ryt (2) image data, but on a complex of cultural and social conven-

tions in use at the time and location of the query, as well

wherea; are terminal symbols of the data definition lan-as on other contingencies of the context in which the user
guage R; are non terminal symbols, arjds the label of the jnteracts with the database. This leads us to reject the some-

production rule, then the meaning Hfis: what Aristotelean view that the meaning of an image is an
B immanent property of the image data. Rather, the meaning
[B] = fi([Ru], [Ra], . [Ra]). ) is createdduring a subjective process of interpretation of the

The meaning of the whole record does not depend on tHfFag9e- A query process does not filter images based on an
syntactic structure of the non terminals illusory pre-existing meaning but creates meaning through

This property does not hold for images: the mt_er_actlon of the user and t_he images. _ _
This interpretation process is not unique for a given im-
The most nave way of formulating the problemiis: age and situation, but depends on the context in which the
are there iconic sentences and phonemes? Such images are presented. Consider the images of Fig. 2. The
a formulation undoubtedly stems from a sort of image at the center is a Modigliani portrait. The same im-
verbocentric dogmatism, but in it ingenuousness  age is placed on a different context in Fig. 3. When subjects
it conceals a serious problem. [Eco, 197] were asked to define the central image using a few words,
the word “painting” was more frequently used to describe
Eco answers negatively to the question posed in thifie image in the context of Fig. 2, and the word “face” was
quote. Itis true that images posses certain semantic unitsrifore frequently used to describe it in the context of Fig. 3.
the form of objects, but two factors prevent us from equat-
ing images and language sentences: objects are not further 5| these somewhat overly philosophical observations
decomposable using linguistic means, and they do not fullysint in the same direction: interactivity (and, consequently,
represent the meaning of images. The second property isigferfaces) is an essential component of visual information
the utmost interest to us, since it opens up the possibility Qfstems. The idea of querying an image database based on
capturing some image meaning without object recognitioneontent s illusory, and not (or not only) for mere technolog-
1in this paper, | will commit the slight imprecision of using the termsiC@l !mmatu_”ty- T_he characteristics of Image meaning make
“meaning” and “semantics” interchangeably. the interaction with the user a necessity. An important re-
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Figure 3: A Modigliani portrait placed in a context that sugFigure 4: Schematic description of an interaction using an
gests “Face.” exploratory interface.

sult of this constant user supervision is the blurring of th@p to a hundred parameters [Santini and Jain, 1999a]. It is
distinction between query and browsing. The user is browsbviously impossible to present the user an interface with
ing an image space when trying to understand the curreathundred knobs and this forcibly reduces the number of
similarity criterion used by the database, and is queryingarameters that can be adapted.

the database when asking it to reorganize the image spaceThe two principles above are encoded in what | call an
to avoid certain undesired association. | call this union déxploratoryinterface. The context in which the database is
browing and queryingxploration In the following section placing the images is made manifest by displaying a map
we will see how explorationis embodied in a visual databasthowing an approximation of the relative positions of the
interface. images in the feature space according to the current similar-
ity criterion. We can consider this as a sort of cognitive map
of the database in its current situation. The user can browse
the map and, at the same time, relocate some of its images

L . . . ... .. to better reflect her own similarity concept (her own cogni-
The observations in the previous sections give us |nd|cat|orﬁ§e map for the current query). The database responds by

on how _and .|nterface sh_ould work._ We can summarize tll‘?ptating the similarity criterion it is using and by updating
conclusions in the following two points: the display.

e Effective communication from the database to the user, An user |nte.ract|o.n using an exploratory interface s
can take place only if the user is aware of the context iﬁhown schematlcglly n F'g'. 4. In.F|g. 4.A the database
which the database is oprtating. Showing images is nGfOPOSes a certain d|str|bl,|_t|or_1 Of. 'mages (_represented as
sufficient: it is necessary to show the relations betwee apgs) to. th? user. Th.e d|s.tr|but|on of the images reﬂgcts
images. the similarity !nterpretatlon.glven py the databqsg. For in-

stance, the triangular star is considered very similar to the

e Direct intervention on the parameters of the distancectagonal star, and the circle is considered similar to the
measure, as postulated in today’s interface is ineffedexagon. In Fig. 4.B the user moves some images around to
tive because it takes place at the wrong semantic |evéf,_‘f|eCt his own interpretation of the relevant similarities. The
The user should only manipulate quantities of immeditesult is shown in Fig. 4.C. According to the user, the pen-
ate semantic significance. In the context of an interfad@gonal and the triangular stars are are quite similar to each
like as the one we are outlining, the relation betweefther, and the circle is quite different from both of them.
images provide such quantities. As a result of the user assessment, the database will cre-

ate a new similarity measure, and re-order the images, yield-

We can add a more practical observation to the secomagy the configuration of Fig. 4.D. The pentagonal and the

point. The necessity to control the parameters of a distant#angular stars are in this case considered quite similar (al-
measure limits severely the flexibility and adaptability of thehough they were moved from their intended position), and
measure. Many similarity measures of interest can contathe circle quite different. Note that the result is not a simple

3 Emergent Semantic Interface
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Figure 5: Interaction involving the creation of concepts.

rearrangement of the images in the interface. For practichigure 6: Schematic representation of a search involving a
reasons, an interface can’t present more than a small fractigisual dictionary.
of the images in the database. Typically, only the 100-300

images most relevant to the query are displayed. The reorga- o ) )
nization consequent the user interaction involves the whofPace. In addition, it is possible to attach meta-data informa-

database. Some images will disappear from the display (tHQ” (typically textual) to a concept, and use it to retrieve the
hexagon in Fig. 4.A), and some will appear (e.g. the blackoncept and place itin the interface.
square in Fig. 4.D).

In addition to this basic feedback mechanism, our in3
terface provides tools for browsing the display (presented in’
section 4), and a number of auxiliary operators. | will brieflyThe second tool (the visual dictionary) derives from
describe two of themvisual conceptand thevisual dictio-  the same need to integrate textual information in visual

2 Visual Dictionary

nary. databases. It is well known that attaching labels to a
database suffers from two drawbacks: it is an extremely ex-
3.1 Visual Concepts pensive operation (which limits its applicability to applica-

tions with high added value), and usually doesn’t capture all

The interface allows the definition and placement of visuahe semantics of an image. In a visual dictionary, we label a
concepts. A visual concept is simply a set of images thasubset of a database and use the results of the textual search
for the purpose of the current application, can be consids a starting point for the visual query.
ered as equivalent or almost equivalent and can be assignedThe structure of a visual dictionary is shown in Fig. 6.
a defined semantic identity. Images forming a visual corl-et us assume that a user is looking for some fairly roman-
cept can be dragged into a “concept box” and, if necessati¢ images of old cars in quiet country roads. We have a
associated with some text (the text can be used to retrielge databas® of images, and a subsdt ¢ D that has
the concept and the images similar to it). The visual corbeen labeled (or for which every image has some text at-
cept can be then transformed into an icon and placed on tteched). Note thatl might not contain the images that we
screen like every other image. are looking for, and that its labeling might be too coarse for

Fig. 5 is an example of interaction involving the cre-the semantics that we are considering (e.g. images might not
ation of visual concepts. Fig. 5.A contains the answer dje labeled according to their romantic content, or of whether
the database to a user query. The user considers the pttey are city or country images.) On the other hasdyill
tagonal and the triangular starts as two instances of a weltobably contain some examples of cars, and we will be able
defined linguistic concept, and opens@ncept boxdrag- to retrieve them as a (partial) match to the query “old cars
ging the two stars inside it. The box is then used as an ican country roads” using standard information retrieval tech-
to replace the images in the display space. nigues [Riloff and Hollaar, 1996]. Although these cars are

From the point of view of the interface, a concept is anot what we are looking for, we can use them as visual ex-
group of images that occupy the same position in the displamples to start a visual query in the whole database
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The visual dictionary solves two major problems of texiThe determination of the geometry of the query space is in
and visual databases: general quite complicated, and is beyond the scope of this
paper. | will just assume that every image is represented as
e It overcomes the problems of labeling schemes. It ig set ofn number (which may or may not identify a vector
not necessary to label the whole database, or to try i@ ann-dimensional vector space) and that the query space
capture in the next all the minutiae of an image. Wes endowed with a distance function that dependsopa-
don’t expect a good answer from the visual dictionary,ameters.
but just enough examples to start a visual query. The feature sets corresponding to imageandy are
. - . _ represented by! andy?, i = 1,...n, and the parameters
e The visual dictionary provides a convenientway to star, Y& i =1,....m. Also, to indicate a particular image

a V|s_ual se_arch. Apart ffom the idea of sketching th the database | will use either different Latin letters, as in
one is looking for, there is no comonly accepted way Oli yi or an uppercase Latin index. Sg is the-th image
posing a query to a database. A visual dictionary is A the databasel(< I < N), andx} is the corresponding
tool for starting a query. feature vector.
The parameter§ are a representation of the query, and
e the values that determine the distance function. Given
ﬁ#e parameterg”, the distance function in the query space
IS f(z%,y%; €#). Depending on the situation, | will write
fe(z',y") inlieu of f(z',y*; €").
As stated in the previous section, the feature space is
4 Exploration Interface Operators topological but not metric. Rather, its intrinsic properties
are characterized by the functional: R™ — L?*(R" x
The exploratory interface is defined in terms of a numbeR”, B*) which associates to each quétya distance func-
of operators between three spaces [Gupta et al., 1997]: then L(&") = fen.
feature spacgthequery spaceand thedisplay space A query g, characterized by a vector of parametgts
The Feature spacef is the space of the coefficients of €an also be seen as an operagtowhich transforms the fea-
a suitable representation of the image. The feature spacdée space into the query space. Ifis the characteristic
topological, but not metric. The feature space is independéisnctional of the feature space, thesl = L(¢) is the met-
of the query and is defined when the database is creatediq of the query space.
will not consider operators in the feature space, but some are Once the feature spacg space has been transformed
defined in [Santini and Jain, 1999b. into the metric query space Q, other operations are possible
When the feature space is endowed with a metric, tH&uptaetal., 1997].
result is thequery spaceQ. The metric of the query space Given a feature set?, the distance operatoreturn its
is derived from the user query, so that the distance from tHfistance from the query:
origin of the space to any image defines the “dissimilarity” D(z') = £(0,z%; &) (4)
of that image from the current query. Thésplay spaceD )
is a low dimensional space (0 to 3 dimensions) which is disthe select by distanceperator returns all feature sets that
played to the user and with which the user interacts. THa'€ closer to the query than a given distance:
distribution of images in the display space is derived from S(d) = {2’ : D(2%) < d} (5)
that of the query space. In this paper | will consider onl ) ]
two-dimensional display spaces (as implemented in a Wiﬁ_hek-Nearest Neighboreeturns the: images closest to the
dow on a computer screen.) For the sake of conveniencely€ry
also assume that every image in the visuali;a_uion space has N(k)(F) = {xz . |{yz . D(y') < DW’)H <k} (8)
attached a number ¢dbels\; drawn from a finite set. Ex- ] ] )
amples of labels are the visual concepts to which an image 't IS Nécessary to stress again that these operations are
belongs. The conventional labelis assigned to those im- N0t defined in the feature spagesince that space is not

ages that have been selected by the user and placed at a gftfiowed with a metric. Only when a query is defined does
position on the screen. a metric exist.

In addition to all this, the visual dictionary is easily in-
tegrated with visual concepts. A visual concept can be se
as a dictionary entry generated by the user in the context
a query.

4.1 Operators in the Query Space 4.2 The Display Space

The feature space, endowed with a similarity measure dg.-he d|sE)PIay operatq;ﬁ projects imager* on the screen po-
. " Sjition X ¥, ¥ =1, 2 in such a way that
rived from a query, becomes the query space. The “scoré

of an image is determined by its distance from the origin. d(XY, YY) & f(at, yl; &) (7
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| use a simple elastic model to determine the position of x0

images in the display space. First, the database is interro-
gated to determine th® images closer to the query. The
display space will be concerned only with these images. In
general, 1 usa00 < P < 300. Afew hundred images are in
general sufficient to give the user a fair idea of the image dis-
tribution in the database, and don't clutter the display with r \
irrelevant information. Leff (z%, z%;¢*), I,J < P be the
distance between the I-th and the J-th image in the database,
with 0 < f(zk, 2%;¢#) < 1. Also, let X} be the coordi-
nates of thd-th image in the display space, afdX /', X7)
the Euclidean distance between imadesnd.J in the dis-
play space. In a given configurati¢x’y’,i = 1,..., P} the
images are placed at interface coordingfgghat minimize

Figure 7: One-dimensional version of the fish eye lens oper-
ator.

More sophisticated operations are possible, such as the “fish

the functional

eye” projection []. The fish-eye operator represents the
whole cognitive map in a limited screen space by assigning a

Q
E = Z (d(X;I’, XYY — f(ah, 2%, gu))z (8) large portion of the screen to the portion of the map that the
ij=1 user is examining, and compressing remote portions of the

) ) o cognitive map into a smaller screen area. A one-dimensional
Standard techniques can solve this optimization problegkample of fish eye is shown in Fig. 7 The horizontal like
and f|r_|d the optimal conﬂguraﬂ_on of the display space. ThPepresents the display, ang is the position of the display
resultis an operator that we write: space which the user is examining and on which he has cen-

k w tered the fish-eye lens. The poinin the undeformed dis-
ife)=(X . 9 : ; . .
o(wrs fe) = (X7, 0) ©) play space is projected into the screen point

The parametef; reminds us that the projection that we see -
on the screen depends on the distribution of images in the ——(z — o)

. . A /:1:2 + rz
query space which, in turn, depends on the query parameters
¢*. The notation X[, ) means that the image is placed wherer is the radius of the lens.
at the coordinatesy in the display space, and that there are Finally, formal operators can be defined to place vi-
no labels attached to it (that is, the image is not anchored @4al concepts and the results from the visual dictio-
any particular location of the screen, and does not belong fyry in the display. These operators were described in

any particular visual concept). [Santini and Jain, 1999b] and will not be described here.
A configuration of the display space is obtained by com-

posing the projection operator with tlienearest neighbor
operator

' =z + (12)

4.3 Query Creation

. ) When the user moves images around the interface, he
SN (E)(Q)) = SN (P)(F); fe) imposes a certain number of constraints of the form

whereR; is the set of labels associated to théh images. d(Xr1,Xy) = d.,. Assume that the user takes a $eof

This operator displays theimages closest to the query inimages and places them in certain positions of the interface,

their appropriate configuration. so that, for all pairX;, X;) € T x T, the valued,, is
given. The query can then be determined by solving the sys-

(10)

The Place Operator The place operator moves an imagd®™ of equations:
from one position of the display space to another, and at- i i eny
taches a labek to the images to “glue” it to its new posi- Fat '8 =dxy X,V €T (13)
fuon. .The opera.tor. that places tiieh image in the display j ¢he unknownr¢#. This system of equations is in general
is(r: Q — Qwith: underconstrained, since the user will typically move around
XY R _ X¥.R —{(XY.R up to a dozen images, and the distance measures may have
CI{( 7 J)} ({( f J)} {( ! I)}) a hundred paramete¢s. We identify a solution using the
U {(X}p, NN 04)} (11) concept ofnatural distance For each feature space upon
~ which the database operates, it is possible to define a natural
whereX is the position given to the image by the user.  distance which, ex hypothesis, makes the curvature of the
Other operators for the manipulation of the display spacgpace zero. Intuitively, a natural distance is the feature space
include navigation operations like panning and zoomingequivalent of an isotropic and uniform distance. Egthe
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Figure 8: The initial concept of car that we use. Figure 9: The result of a query with our first “car” concept.
(= Two-Dimensional Database Distribution -0
the parameter vector corresponding to the natural distance, |
andC'(¢, &) the curvature between the metric givenfy e
and that given by. The query formation operator takes the
distanceslxy imposed by the user and modifies the metric -
of the query space by finding tifevhich minimizes %
o 2 =
Z(f(xllaxf])é-) _dXI7XJ) +C(€7£0) (14) -
1J En
.
In other words, we select a metric for the query space that s e &S
compromises between the satisfaction of the constraints im- E HE&
posed by the user and the minimization of the curvature with S ——

respect to the natural distance.

The creation of a query can be seen as an operator ) )
Figure 10: The result of a query with our second “car” con-

x:D = R™:{(X],N))} = €~ (15) cept.

When the new parametefsare available, the system reor-
ganizes the database according to the new metric and cvéiich we can proceed towards more interesting areas of the
ates a new configuration of thke images closest to the image space. We select a few of the cars in the display and
query to be shown to the user. The details of the creéadd them to the concept of car. We go through the stage
ation of a similarity measure depend on the characteristie$ Fig. 10 until, at the end of our query, our concept of
if the search engines. Details are reported in [Santini, 1998:ar” has become that of Fig. 11. During this interaction,
Santini and Jain, 1997]. our idea of what would be an answer to the query changed
continuously as we learned what the database had to offer,
and redefined our goals based on what we saw.

5 The Interface at Work

This section presents an example of interface bas& Conclusions

on the principles illustrated in the previous sec-

tion, and implemented in the database system Hh this paper | have defined a new mode of interaction for
Nifio[Santini and Jain, 1999a]. To give an example oimage databases which | callegploration The motivation

a typical interaction session with El b} consider a query for the introduction of this model comes from an analysis of
in which we are looking for some old cars. At the beginninghe semantics of images in the context of an image database.
our ideas are quite fuzzy, and we set to explore the datababetraditional databases, the meaning of a record is a function
We have a few cars in our “labeled” subset of the databasieom the set of queries to a set of truth values. The meaning
and we start defining the concept of car as in Fig. 8. Thef an image, on the other hand, can only be revealed by the
result of a query using this concept is shown in Fig 9 Thisomparison of an image with other images in the feature
answer is not satisfactory, but it contains the seeds frospace.
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tention on the database on certain relation between images
that, given the user interpretation of the meaning of the dis-
played images, are relevant. Both systems, the database and
the user, will adjust their similarity measure based on the
response of the other system. The fact that we expect more
flexibility from the database rather than from the user (i.e.
the database should adapt its similarity measure, while the
user has a relatively stable idea of what he/she wants) makes
the difference between the two a matter of degree rather than
a categorical distinction.

Future plans for El Nid include the design of perceptu-
ally more comprehensive interface, in which aural and hap-
tic clues play are used to supplement visual clues.
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