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Abstract

The disparity pyramid is a proposed solution for the

problem of disparity estimation using a stereoscopic pair

of images. This pyramid can be classi�ed within the

class of data-dependent irregular pyramids. The hier-

archy of the pyramid is achieved by successive calcu-

lations of a set of levels. These calculations are done

over a disparity range to get the di�erence in intensities

between the two images. Unlike some other pyramids,

and according to input values and/or distances between

disparity vectors, the top level of this pyramid may con-

sist of more than one cell. Thus, in terms of geometry,

its shape looks like an incomplete pyramid with a 
at

top level and irregular sides.

1 Introduction

Disparity Estimation concerns �nding pairs of point
features in two perspective views of a scene such that
each pair corresponds to the same scene point. Usu-
ally, the relationship between the viewpoints used to
obtain the two images is unknown. In general, the two
subsets of points are locally intensity matched and pre-
serve the interpoint geometrical structure. As is true for
most matching algorithms, the underlying principle for
matching is geometrical similarity and/or intensity (or
colour) similarity [5]. However, this similarity measure
may cause some confusion when repeated many times
within the same region and unfortunately this is the
usual case. So we claim that the segmentation of the
image according to the disparity variation would help
eliminate this problem.

There is no standard approach to segment a scene.
Many di�erent types of image or scene parts can serve
as the segmentation. Depending on which descriptions
are based, there are many ways in which one can at-
tempt to extract these parts from the image. However,
we need tools that rapidly provide useful information
and we claim that pyramids are such tools. For ex-
ample, Jolion and Montanvert proposed the adaptive
pyramid [6] which is an irregular pyramid used to seg-
ment the image according to the di�erent gray levels
included. Another similar pyramid called the stochas-
tic pyramid was proposed in [10]. A few attempts us-
ing the regular pyramids in disparity estimation were
introduced, e.g., refer to [2, 17, 14, 4, 16]. However,
they were all constrained by the structure of the quad-
pyramid in which one parent has exactly four children.
For further discussion on the regular pyramids, refer to
[7] and on stereo vision, refer to [11, 1, 3, 9, 13, 15, 8, 12].
One proposed technique using the concepts of disparity
and irregular pyramids is presented in this paper.

2 Intensity-based matching

Applying to all the points in the image, a dif-
ference measure is computed over a window W .
This window is determined by a disparity range
(dxmin; dxmax; dymin; dymax). Let f1(x; y) be the im-
age intensity at the point (x; y) in the �rst image and
f2(x; y) be the image intensity at the point (x; y) in the
second image. Then, over all the points in the window
W , we apply the di�erence formula:

Fxy(dx; dy) =
i;j<2P
i;j=�1

ff1(x+ i; y + j)

�f2(x+ i+ dx; y + j + dy)g2
(1)



where dx 2 [dxmin, dxmax], dy 2 [dymin, dymax], and
Fxy is the minimum disparity value associated with
(x; y) using the disparity vector (dx; dy). By apply-
ing this formula, we can determine which point in the
second image is the closest one to (x; y) in terms of in-
tensity value. Here, we should keep track of the values
of dx and dy which result in this minimum di�erence.
The last formula is the basis in determining the interest
operator in our work as we will see later.

3 The disparity pyramid

3.1 Pyramidal architecture rules

A pyramidal architecture is completely de�ned if we
specify how a new level is constructed and how two cells
at di�erent levels are linked together. The generation
rules of this pyramid are similar to those of the adaptive
pyramid [6]. The decimation process is based on two
principles:

� Two neighbours at a given level cannot both survive
at the next level;

� For each nonsurviving cell , there exists at least one
surviving cell in its neighbourhood.

3.2 New level construction

Let Ih be the image at level h in the pyramid.
The neighbours of a cell (i; j; h) is the list of cells,
Brothersijh, sharing links with it. The support,
Supportijh, of a cell (i; j; h) is de�ned as the set of all
the neighbours or brothers of (i; j; h) in addition to the
cell itself, i.e., Brothersijh [ (i; j; h). At the base of
the pyramid (I0 is the input image), Supportij0 is the
3 � 3 square array centered on the cell. The receptive
�eld of a cell (i; j; h), Receptiveijh , is the list of all de-
scendants located on the base of the pyramid. Each cell
is associated with four important variables:

� Two state variables pijh and qijh;

� The output Fijh of the interest operator which is
calculated as discussed earlier (Eq 1) where the
lower the value Fijh, the better the chance of this
cell to survive. Note that in a stochastic pyramid,
Fijh is the outcome of a random variable while in
the adaptive pyramid, Fijh is the variance of the
gray levels in the receptive �eld;

� The last variable is a 2D vector (dispx, dispy)
T
ijh

which determines the disparity values associated
with Fijh in both directions.

Figure 1: Decimation process: (a) initial graph with
Fijh values; (b) First iteration: global minima are ex-
tracted; (c) Second iteration: local minima are added;
(d) Third iteration: local minima are added. Note: if
qijh=0, this means that the cell cannot be chosen be-
cause either it has been chosen at a previous iteration
or it is a brother of a surviving cell.

For the �rst level (h = 0), we considered the receptive
�eld Receptiveij0 of the cell (i; j; 0) to be the cell itself.
i.e., Eq 1 is applied only once for this cell. This is
not the case for the upper levels where this formula is
applied as many times as the number of cells of the
receptive �eld.

3.3 The decimation process

The decimation process is the procedure by which the
surviving cells are selected. We can de�ne this process
on the basis of the �rst three variables mentioned above,
i.e., p, q, and F . An example is shown in �g 1.

First step in this procedure is to initialize the state
variables p and q for each cell. Thus, for each cell
(i; j; h), pijh=0 and qijh=1 as shown in Fig 1a. A cell
(i; j; h) can survive to the next level (h+ 1) if the vari-



able pijh is set to 1 during this procedure. The state
pijh=1 indicates that Fijh is the local minimum with
respect to its support. Repeating this process for all the
cells extracts the global minima of the level (Fig 1b).
This is the same rule applied for the adaptive pyramid:

pijh = 1 if and only if
Fijh = min Fmnh for(m;n; h) 2 Supportijh:

(2)

qijh = 1 if8(m;n; h) 2 Supportijh; pmnh = 0
qijh = 0 otherwise

(3)

In other words, once the cell (i; j; h) is selected to
survive, its p and q variables are changed (pijh 
ips
from 0 to 1 and qijh 
ips from 1 to 0). At the same
time, q values of Brothersijh 
ip from 1 to 0 as well.

Because this procedure always skips the cells which
cannot be good candidates, where qijh=0, two neigh-
bours cannot both survive, i.e., the �rst rule (Sec 3.1) is
veri�ed (Fig 1b and Fig 1c). A practical problem may
rise up here, in most cases the second rule (Sec 3.1)
is not veri�ed after the �rst iteration (Fig 1b). Note
that this is also true in the case of stochastic pyramid
and the adaptive pyramid and more particularly for the
lower levels of the pyramid.

These cells, which have not been decided yet to sur-
vive or not, are indicated by the state variable qijh and
the local minima of these cells are extracted :

pijh = 1 if and only if
Fijh = min Fmnh for (m;n; h) 2 Supportijh;

such that qmnh = 1:
(4)

Steps 3 and 4 are repeated until there are no other
cells to survive (Fig 1d). At this point, the second rule
(Sec 3.1) is veri�ed.

3.4 Inter-level communication

The parent at level h+1 is linked to its children at level
h. In the disparity pyramid, as in the stochastic and the
adaptive pyramids, the number of children depends on
the information provided (random variable in the case
of the stochastic pyramid or data-based in the case of
the adaptive pyramid).

3.4.1 Which cell to choose?

As in the adaptive pyramid, we need a contrast measure
to determine which two cells should be linked together.
Note that, in the adaptive pyramid, the cell (i; j; h) is
linked to the least contrasted surviving cell in its sup-
port. In the disparity pyramid, the disparity variation

Figure 2: Disparity estimation: Which cell to choose?
(a) Disparity vector values; (b) Minimum F values cal-
culated as shown before and the choice of surviving cells
is marked using the hatched circles; (c) Distance be-
tween each cell and the nearest surviving cell (in terms
of disparity) in its neighbourhood; (d) Receptive �eld
boundaries.

is used, i.e., the distance between disparity vectors of
the two cells under consideration is calculated to help
decide whether to choose the cell or not. Thus, the cell
is linked to the nearest surviving cell (in terms of dis-
parity). Here, the Euclidean's distance between their
respective disparity vectors is computed.

A complete example of this procedure is shown in
Fig 2. Fig 2a shows the disparity vectors associated
with each cell. Fig 2b shows minimum values of F
calculated using Eq 1 and the choice of surviving cells
accordingly, while Fig 2c determines the Euclidean's
distance between each cell and the nearest surviving
cell in its neighbourhood. Finally, Fig 2d shows the
receptive �eld boundaries for each surviving cell.

However, at this point, we may face a lot of cases
in which we have to break these criteria. For example,
if a nonsurviving cell has only one surviving cell in its
support and the di�erence between them > min dist

(Sec 3.10), then we consider it as noise. This cell should
be connected to the parent of the nearest brother (in



terms of disparity).Again we may face another problem,
if the parent of this brother is already created or not.
That's why these locations, i.e., the noise, are indicated
by the state variable q = 2 if the parent exists and q = 3
otherwise.

To link a nonsurviving cell (i; j; h) to (m;n; h)

if dist(mnh; ijh) � min dist

if parentmnh exists
then qijh = 2
else qijh = 3;

(5)

3.4.2 Linking cells

If (i; j; h) is a nonsurviving cell and (m;n; h) is the
least contrasted surviving cell in its support Supportijh,
then:

(i; j; h) �! (m;n; h)
i� dist(ijh;mnh) = min dist(ijh; klh)
for (k; l; h) 2 Supportijh s.t. pklh = 1

(6)

where

� dist(ijh;mnh) is the minimum Euclidean's distance
between (dispx; dispy)ijh and (dispx; dispy)klh.

Always, the surviving cell (m;n; h) has at most one
parent (m;n; h+1) and at least one child (m;n; h�1).
Of course, there are no children for the cells in the base
of the pyramid and no parents for those at the highest
level. This cell is not linked to any other surviving cell
at the same level.

3.5 New neighbourhood construction

There are two methods to construct the new neighbour-
hood, the �rst uses the coordinates of receptive �eld
cells, and the other uses the children of the surviving
cell.

3.5.1 Receptive-�eld-based neighbourhood

In this method, we should check the locations of the
receptive �eld cells of both cells under consideration.

When (I; J; 0) 2 Receptiveijh
and (M;N; 0) 2 Receptivemnh

if (jI �M j � 1) OR (jJ �N j � 1)
then (i; j; h) is a brother of (m;n; h);

(7)

Figure 3: If a child is a brother of another then their
parents are brothers. In this example cell 2 is a brother
of cell 3 because cell 5 is a brother of cell 6 while cell 2
is not a brother of cell 4 because they do not have such
a property.

3.5.2 Children-based neighbourhood

The idea beyond this method takes the advantage of
the knowledge of linking information between the cell
at the new level, the parent, and its children at the
lower level.

When (I; J; h� 1) is a child of (i; j; h)
and (M;N; h� 1) is a child of (m;n; h)
if (I; J; h� 1) is a brother of (M;N; h� 1)
then (i; j; h) is a brother of (m;n; h);

(8)

This idea is illustrated in Figure 3.

3.6 State variables adjustment

After constructing the new neighbourhood Brothersijh
for each surviving cell (i; j; h) at the new level, we must
recompute the values of the state variables pijh and
qijh for (i; j; h) according to the new graph construc-
tion. Suppose that (m;n; h) is a neighbour of (i; j; h;)
then:

if dist(ijh;mnh) < min dist

then pijh = 0 and qijh = 1
else pijh = 2 and qijh = 0;

(9)

where

� min dist, (Sec 3.10), a parameter to the pyramid and
its value is essential to distinguish between two dif-
ferent disparity vectors in the scene;



� pijh = 2 means that (i; j; h) is a root (Sec 3.8.1) and
it should not be connected to any other cell as a
child except itself (at the next level).

3.7 Statistical computation

Linking parents with children should, as expected,
change the statistical parameters associated with the
cell. Because of the change in the receptive �eld of the
parent (i; j; h), its size, sijh, should change accordingly.
Thus,

For (m;n; h) 2 Receptiveijh
sijh = sijh + smnh;

(10)

The other statistical parameter is the disparity val-
ues of the surviving cells. Based on the disparity range
(dxmin, dxmax, dymin, dymax) (Sec 3.10) and the dis-
parity equation (Sec 2), for every cell (i; j; h), we com-
pute:

For dx 2 [dxmin; dxmax]; dy 2 [dymin; dymax]
For (m;n; h) 2 Receptiveijh
F (dx; dy) =

P
(m;n;h)2Receptiveijh

Fmnh;

Fijh =
min dx2[dxmin ;dxmax ];dy2[dymin ;dymax ]F (dx; dy);

(dispx; dispy)
T
ijh = (dx; dy)T ;

(11)
where

� F (dx; dy) is the sum of all disparity values associated
with all cells 2 Receptiveijh . dx and dy indicate
the disparity vector used to compute this value.

� (dispx; dispy)
T
ijh is the new disparity vector associ-

ated with the cell(i; j; h) computed using the min-
imum value of the previous item, F (dx; dy), over
the whole disparity range.

3.8 Root extraction

3.8.1 What is the root?

At the highest level of the pyramid, one cell should
exist for each disparity vector. This cell is called a
root. Thus the root is a surviving cell all the way from
the base that veri�es a root predicate.

3.8.2 Root decision criteria

Like the adaptive pyramid we need procedures help de-
cide if a cell is a root. Di�erent factors should be con-
sidered. First, a root should be far enough from all
the surviving cells in its support. This is decided with
the help of min dist parameter (Sec 3.10). In addition,

its receptive �eld size must be large enough. This is
achieved using min size parameter (Sec 3.10). A small
region is considered noise. Let (i; j; h) be a nonsurviv-
ing cell and (m;n; h) be the most similar surviving cell
in its support. The cell (i; j; h) is called a root if and
only if:

dist(ijh;mnh) > D(sijh) (12)

where

� sijh is the size of (i; j; h) receptive �eld
(Receptiveijh);

� Function D is de�ned as:

D(s) =

�
min dist if s > min size

min dist� e�a otherwise

(13)
where a = min size � s

3.8.3 Stopping criteria

All the above modules should be repeated iteratively
until satisfying a certain stopping criterion. This is
done by checking all surviving cells if they are turned
into roots. This is an important property to this pyra-
mid that all cells at the highest level should be roots,
so for every cell (i; j; h) at the current level, we should
check:

if pijh = 2
then break the search and

continue processing;
(14)

3.9 Practical problems

3.9.1 No decreasing function

One practical problem may rise up here if the input val-
ues cannot converge into one stable state. For example,
ifmin dist is not big enough to help decide whether the
cell is a root or not, or to link it with another cell, this
could lead to recomputing the same cells for the next
level. Because we cannot control the inputs as they
should vary according to the gray levels of the objects
contained in the scene, we should force the processing
to stop if the number of roots does not decrease.

3.9.2 More than one root

Even with this process, we may end up with more than
one root for a unique disparity vector if all cells repre-
senting this vector disappear at the same level and/or
min dist is too small to distinguish the whole vector,
rather it is distinguishing subparts from it.



Note that, the roots are detected at many levels ac-
cording to the size of the their receptive �elds. At the
highest level of the pyramid, each root should represent
one disparity vector of the scene.

3.10 Parameters to the pyramid

So we have 4 essential parameters to our pyramid:

� The value of � which is computed given the value of
the size 1 (the highest contrast corresponds to the
smallest size). In our experiments, we used �=0.2;

� The values of the disparity range (dxmin, dxmax,
dymin, dymax) which specify the comparison win-
dow between both images.

� The value of the min dist needed to distinguish be-
tween two di�erent regions having di�erent dispar-
ity vectors;

� The value of the min size needed to decide whether
or not this region is a real disparity vector or just
a noise.

The second and the third parameters, i.e., the dispar-
ity range and the minimum distance depend on the lo-
cation of the cameras, i.e., the view points of the scene.
The last parameter, i.e., the minimum size depends on
the size of the image.

4 Experimental results

To estimate the disparity between a pair of stereo im-
ages, the parameter min dist is used to link regions
with di�erent disparity values under this threshold, i.e.,
< min dist. The results are shown in two di�erent
ways. The �rst shows di�erent point correspondences
and the second presents a segmentation process of the
scene according to the disparity values. Di�erent types
of stereo images are used including synthetic, outdoor
and indoor scenes.

4.1 Point correspondence results

The test points are marked by the dotted white squares
on both images. Fig 4 shows two examples of synthetic
scenes. Notice that the second example represents a
special case where the background is exactly the same
in both images, i.e., the disparity vector of any point
included in this background is (0; 0)T . However, this is
not the case of real world scenes. The only di�erence
between both images is the location of the small square
which results in an occlusion area. Notice the error oc-
curred in this area. An outdoor scene is presented in

Figure 4: Synthetic scenes: point correspondence re-
sults.

Figure 5: Outdoor scene (INRIA-Syntim c
 copyright):
point correspondence results.

Fig 5 where some ambiguities take place. In this exam-
ple, there is no distinction between the house and the
trees located behind its ceiling. In other words, there
is no enough features to distinguish between those two
objects. This case is repeated again between the house
and the fence in front of it which makes the fence as if
it were a part of the elevation of the house. The dispar-
ity pyramid does not distinguish between di�erent real
objects included in the scene as long as their disparity
values are the same, or they have a disparity di�erence
� min dist. Again, we might expect some errors to
appear in these areas.

In Fig 6, two pairs of indoor scenes are presented.
The most important note to be mentioned here is the
lack of features in some areas. Consider the �rst pair,



Figure 6: Indoor scenes: point correspondence results.

we notice that the background is overlighted which
makes, for example, some areas of the book case ap-
pear as a continuity of the wall beside them. This
results in a wrong perception and reduces the infor-
mation needed to understand the scene. Consider the
second pair, where there is no enough features on the
wall behind the chair or on the back of the desk. As
the previous case, we might expect some ambiguities in
recognizing those areas.

4.2 Segmentation results

Each scene is segmented into layers of constant dispar-
ity values, or with disparity di�erences � min dist.
Each layer represents the receptive �eld of a root at
the highest level of the pyramid. Consider the second
pair in Fig 7 where the segmentation process results
in two layers of constant disparity values, as expected.
The problem with the occlusion area is very clear in
this example. A part of this area is linked to each of
the two layers obtained. In Fig 8, as mentioned before,
due to the lack of features, the fence and the tree area
behind the ceiling are considered having the same dis-
parity (or with a di�erence � min dist) as the house.
The same problem appears in Fig 9 as expected, where
some areas belonging to the wall and to the desk are
incorrectly merged with the chair.

5 Conclusion

The results presented show that the proposed tech-
nique, could be used to estimate the disparity between
a stereo pair of images. This is an irregular pyramid
whose levels are built by successive extraction of sur-
viving cells using the intensity di�erence values between

Figure 7: Synthetic scenes: segmentation results.

Figure 8: Outdoor scene (INRIA-Syntim c
 copyright):
segmentation results.



Figure 9: Indoor scenes: segmentation results.

the pair of images under consideration. This operation
is limited within a disparity range including the whole
possible set of disparity vectors of the scene objects.
A nonsurviving cell is linked to the nearest surviving
cell in its support. The distance between these two
cells could be measured in terms of disparity variations.
A root, associated with each component of the scene,
should be far enough from all the surviving cells in its
neighbourhood. The bottom-up process is implemented
to extract the receptive �eld of each root.
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