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Abstract

In this paper we present a new approach to the syn-

thesis of novel views from two images given by an un-

calibrated stereo system. Unlike methods based on in-

ferring the 3D structure of the scene or on using dense

correspondence between source images to produce a new

synthesized view, we use epipolar constraints associated

with two cameras con�guration and represented by a

fundamental matrix to reproject corresponding fea-

tures in the image plane of the view to be synthesized.

This requires only sparse correspondence between fea-

tures in the source images. Perspective image warp-

ing is used to render the remaining dense set of im-

age points via texture mapping. This new approach al-

lows interactive view synthesis in applications such as:

immersive telepresence systems, virtual and augmented

reality and telerobotics. Only an initialization process

which consists in matching features between the source

views is needed. The e�ciency of the method is illus-

trated on images of synthetic and real scenes.

1 Introduction

In recent years, researchers from the traditionally
separate �elds of computer vision and computer graph-
ics have been working on a common problem, namely
the development of tools that permit a realistic render-
ing from a sparse set of images.

In classical approaches novel views are rendered
from appropriate reconstructed 3D models. In com-
puter graphics the object is �rst represented using a
3D modeler. Then a texture is mapped to add realism
to the scene [22, 8]. In computer vision the classical
approach is similar. First, a 3D model is reconstructed
from a set of input images. Then, a texture extracted
from the images is mapped onto the model [6]. Novel

views are obtained from a �nal model at a given view-
point. Many techniques have been proposed for 3D
model reconstruction [13, 12, 6]. However, it is known
that 3D model reconstruction is complex, time consum-
ing and prone to errors [11]. The second step of the
procedure, the rendering from the 3D models, may also
involve intensive computation for achieving a visually
realistic image.

To overcome these problems, an emerging �eld of re-
search, image based rendering [17, 20] has been recently
introduced in computer vision and computer graphics.
It is currently gaining relevent interest. One of the �rst
works in image-based rendering was proposed by Chen
and Williams [5], who developed the QuickTime VR

system. It consists mainly of mosaicking a set of im-
ages taken from a camera rotating about the axis pass-
ing through its principal point. These views are then
stitched together prior to be reprojected, via cylindri-
cal mapping, on a common cylindrical reference frame.
The user can interactively move within the cylinder to
display di�erent views in the panoramic sequence cap-
tured by the rotating camera. The system su�ers from
the restrictions associated with the camera motion used
to capture the views. Other techniques use view inter-
polation between source images to synthesize the novel
view [4], but do not achieve a perspective rendering
and need a dense set of correspondences between input
images.

Introducing geometrical constraints leads to meth-
ods which produce geometrically valid pixel reprojec-
tions and, hence, synthesize views that are close to the
desired real ones. In this category, we may distinguish
three techniques: (1) Faugeras and al. [19, 7, 16] use
the epipolar constraint captured by the fundamental

matrix to reproject the corresponding points in the
new image plane from dense correspondence between
the source images. (2) Avidan and Shashua [3] use
trilinear tensors to synthesize a novel view, also from
dense correspondence. (3) In [21] the author propose



the use of projective invariants to transfer the points
in the third view. Seitz and Dyer [20], also use the

fundamental matrix in a di�erent manner that the one
in [19]. The authors in [20] use linear morphing be-
tween recti�ed views to synthesize a virtual recti�ed

view which is, then, reprojected to the desired image
plane. Dense correspondence is needed to morph each
pair of corresponding pixels between two source views

via a linear cross-dissolve function.

In this paper, we present an approach which has
several advantages over classical techniques. Here no

explicit 3D model is needed and given two images of the
scene, only a sparse correspondence between key points

is used to synthesize the third view. Also, to insure a
geometrically valid representation we use the epipolar
constraints associated with the fundamental matrix to

reproject the corresponding points from the two source
images into their coorresponding points in the novel
view. Finally, perspective image warping render the

remaining image points in order to achieve a photo-
realistic view.

The paper is organized as follows. In section 2, we
introduce basic concepts of epipolar geometry, and an

overview of the principal methods used to compute the
fundamental matrix. Then, we present a new linear
method for fundamental matrix computation. Section
3 shows how to obtain the features in the novel view
from existing ones via reprojection. In section 4, we de-

scribe the perspective texture mapping technique used
in the rendering process. Section 5 and 6 present the
experimental results and few concluding remarks, re-
spectively.

2 Fundamental matrix

Given two perspective images of a scene taken by
two pinhole camera, epipolar geometry captures the ba-
sic relation between these images, described by a 3� 3

matrix called the fundamental matrix. This matrix in-
corporates all the geometrical information of the two
cameras [7, 18]. In this section we review the basic
concepts of epipolar geometry relevant to the view gen-
eration problem.

2.1 Theory

In stereo vision, the right camera position and ori-

entation with respect to the left camera are usually rep-
resented by a 4� 4 homogeneous matrix (Figure 1)
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where R is a rotation matrix and t is a translation
vector.
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Figure 1: Epipolar constraints associated with two

cameras

The left and right camera intrinsic parameters are

respectively given by two 3 � 3 matrices Al and Ar.
From [15] the essential matrix E is:

E = TsR ; (1)

where Ts is the skew-symmetric matrix of translational
vector t.

The fundamental matrix is given by [7]:

F =
�
A

T
l

�
�1
TsRA

�1
r : (2)

Each pair of corresponding points in stereo images
satis�es the epipolar constraint

mT
l Fmr = 0 (3)

where ml and mr are homogeneous coordinates of a 3D
pointM in the scene (Figure 1).

For a pin-hole camera model used here, equation (3)
expresses the fact that, when a point M of the scene
is projected on the two image planes, the image points
ml and mr, the optical centers of the two cameras and
the 3D point M itself lie in a common plane.

The problem of computing the fundamental matrix
from points or lines correspondence between two or

more images has been largely studied in the past. These
techniques can be classi�ed mainly into two groups
[18, 9]: linear and non-linear methods. Robust statis-
tical methods were introduced recently for computing
the fundamental matrix. They permit outliers rejec-

tion before fundamental matrix computation. This im-
proves convergence and leads to more accurate results
[18, 16]. Comparisons between di�erent existing meth-
ods has shows that non-linear methods can be more ac-

curate that linear ones, but they are computationally



more expensive. It has also been veri�ed that, due to
the sensitivity of the methods to matching errors, the
computed matrix is often far from the ground truth

[18].

2.2 A new linear approach

We have developed a new linear method [1] to com-
pute the fundamental matrix. It has the characteris-
tic of exploiting the available geometrical information
about the scene to produce better results. In partic-

ular we use the planarity constraints in the epipolar
equation (3).

Here is an outline of our approach. Given two homo-
graphies (projectif linear mapping)H1 andH2 between
two corresponding planes �1 and �2 in two images of
a stereo system, we can recover the epipolar line lr in
the right image corresponding to a left image point ml

by:

lr = m1
r 
m2

r =H1ml 
H2ml

The symbol 
 denotes the cross product.
For n left points we compute their corresponding

epipolar lines in the right image plane, these lines must

have a common point epr called the epipolar point [7, 1]:

epr = lr(i; j)
 lr(k; l) ;

where i; k = 1; : : : ;m; j; l = 1; : : : ; n: i = k; j = l,

(m;n) is the image size. The epipolar point epl in the
left image is obtained similarly.

The next step consists of solving a linear system

of equations determining the epipolar constraints using
singular value decomposition (SVD):
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where fi are the rows of the fundamental matrix. The
obtained fundamental matrix satis�es the rank 2 con-

straint [7, 18].

We have conducted several comparisons between
di�erent methods for estimating the fundamental ma-

trix. The proposed method shows good results. The

computed matrix is close to the ground truth compared
to many classical methods, even the non-linear ones.

The proposed parametrization does not break down if
the epipoles are at in�nity. We may deal with that case

by selecting a non-zero element from the homogeneous

coordinates of the epipole in the denominator. More
details on the proposed method and results of com-

parisons between di�erent techniques of fundamental
matrix computation can be found in [1].

3 Geometrically valid point re-

projection using the epipolar

geometry

In this section we apply the epipolar geometry to the

reprojection of the points from the source images to a
novel one. In [19], Faugeras and Robert use the knowl-
edge about epipolar constraints inherent to a spatial
con�guration of three cameras to predict the new posi-

tions in the third view of points, lines and curves from
their correspondents in the two source images. Figure 2

shows the geometry of these three cameras.
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Figure 2: Con�guration of three cameras in the scene

Given three cameras denoted by 1, 2 and 3, the geo-

metrical constraints are described by three fundamental
matrices Fij (i; j = 1; 2; 3; i = j). For each image point

mi in the image i, its correspondent epipolar line in the

image j is given by Fijmi. The three optical centers of
the cameras de�ne a plane called the trifocal plane. The
intersection of each image plane with the trifocal plane
is denoted by di and contains the epipoles ei;i+1 and

ei;i+2 of camera i with respect to camera i+1 and i+2
(Figure 2). From the epipolar geometry constraints we
have [19]

Fi;i+1ei;i+2 = di+1 = ei+1;i 
 ei+1;i+2 :

Assume m1 and m2 are two corresponding points

in the images 1 and 2, respectively. The point m3 in
the third view that corresponds to m1 and m2, must

belong to the epipolar line of m1 in image 3 given by
F13m1, and to the epipolar line of m2 in image 3 given

byF23m2. Thenm3 is the intersection of the two epipo-

lar lines F13m1 and F23m2 (Figure 3):

m3 = F13m1 
F23m2 :

The reprojection of lines and curves is also covered
by [19], but we will limit ourselves by the transfer of

points in this work.
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Figure 3: Point reprojection using epipolar geometry

4 Two-dimensional texture map-

ping

Texture mapping is an important tool in computer
graphics 3D modeling. It is used for achieving a realis-
tic rendering of scenes. It consists mainly of a series of

spatial transformations. A texture plane is transformed
in a 3D surface, and then projected onto the screen. It

is achieved by a composition of a mapping function f

and a projection P . Here f is a transformation from

the texture plane to a 3D surface, and P is the projec-
tion from 3D space onto the screen. In texture mapping
the 3D objects are usually modeled with planar or bicu-

bic patches for a relevant parameterization between the

texture plane and the object space [23, 22, 8, 10].

Image warping deals with 2D geometrical transfor-

mations between images. It is based on a spatial trans-
formation: a mapping function that establishes a spa-
tial correspondence between all points in an image and

its warped counterpart [23, 8]. It permits a realistic 2D
texture mapping. Once a spatial transformation is es-

tablished from a small set of corresponding points, the
interior points are obtained via interpolation. Many
geometric transformations techniques exist in the liter-
ature. Simple transformations are usually speci�ed by

analytic expressions: a�ne, bilinear, projective, and
polynomial. More complex mappings can be estimated

from a set of corresponding points de�ning the interpo-
lation function applied to the remaining interior points.

For complex scenes this representation yields to a dense

correspondence representation. That implies a point-
to-point mapping. In the following we de�ne the pro-

jective framework and the perspective warping needed
in the proposed approach.

A homogeneous spatial 2D transformations can be

expressed by a 3�3 matrix A = [aij ]; i; j = 1 : : : 3 (the
linear transformation of a projective plane onto another

projective plane)

[x0; y0; w0] = [x; y; w]A (4)

where [x; y; w] are the homogeneous coordinates of an
image point in the source image and [x0; y0; w0] are the

homogeneous coordinates of its corresponding image
point in the warped image.

From A, we can specify a particular mapping func-
tion. For example, the a�ne transformation corre-
sponding to an orthographic (parallel) plane projection

is characterized by a transformation matrix with the
last column [0; 0; 1]

T
. In the proposed method we use

a perspective mapping function, corresponding to non-

zero vector [a13; a23]
T
.

The perspective transformation is de�ned up to a
scale factor. Without loss of generality, it can be nor-
malized so that a33 = 1. The perspective transforma-

tion is then speci�ed by a projective mapping repre-
sented by a 3� 3 matrix T:

[x0; y0; w0] = [x; y; 1]

2
4 t11 t12 t13

t21 t22 t23
t31 t32 1

3
5 = [x; y; 1]T

Perspective warping is very useful for rendering re-

alistic images when a central projection model is used
[23].

A perspective transformation is expressed in terms
of nine coe�cients, up to a scale factor. Four points

correspondence in the source and target images are suf-
�cient to infer this transformation. More points would

give more precise results. Once the mapping func-
tion (homography mapping) is computed, the remain-

ing points in the new warped image are obtained via a
two-dimensional perspective texture mapping. In our
approach antialiasing is handled using a linear function.

In the proposed approach we use a perspective warp-

ing function to obtain the new image. The mapping
function is estimated by the correspondence established

between a small set of anchor points in the two images.
These anchor points in the target image were repro-
jected using the epipolar geometry (See Section 3).

5 Experiments

We conducted experiments on images from synthetic

and real scenes. The correspondence between points
in the source images were selected manually. Then we

used epipolar geometry to obtain their positions in each
novel view. In particular the fundamental matrix was
used to compute the epipolar line corresponding to a
given pixel. The intersection of the epipolar lines corre-

sponding to the each pair of corresponding points from



two source images gives the point in the novel view. We
have used the method described in section 2 to compute
the fundamental matrix. It exploits the existance of the
planar patches in the scene. The new image plan was
speci�ed using a computed calibration data, in partic-
ular the estimated camera intrinsic parameters. The
new rotation and translation were selected to give the
new fundamental matrix correponding to the desired
novel view.

Figure 5 presents the results obtained for a synthetic
scene. Two source images (Figure 4) has been taken for
our experiment. Here 12 pairs of corresponding points
in the two source image were selected. They correspond
to scene decomposition into planar surfaces. Then per-
spective image warping was used to reproject these sur-
faces in a third view. The warping function was esti-
mated by the a priori correspondence between the 12
selected points and their reprojection in the new im-
age plane achieved by mean of epipolar geometry. The
remaining image points rendered using perspective im-
age warping appear well-positionned in the synthesized
view. We selected features in the synthesized view and
compared them with their corresponding features in the
real view. An average error obtained is of about 1:8 pix-
els. The results are close to their real counterpart (See
Figure 5.

We used the same system to synthesize the views of
a real scene. In this case 14 corresponding points were
selected in the source images permitting a decomposi-
tion of the scene into planar surfaces. These surfaces
were then warped to a novel view using a perspective
mapping determined by a priori reprojection of the 14
control points. The result is a realistic rendered image,
visually close to its real counterpart.

6 Conclusion

In this paper we propose a new approach for novel
view synthesis from uncalibrated stereo cameras. It
is based on a small number of corresponding points
in the reference views. We use the epipolar geom-
etry to produce a geometrically valid reprojection of
a small number of reference points in the new image
plane. The remaining image points are warped using a
perspectively-correct texture mapping between source
and novel views.

The proposed approach permits an e�cient way for
view synthesis of polygonal objects. Complex scenes
are handled using a multiresolution image synthesis
scheme similar to that in computer graphics 3D model-
ing. Starting with a rough decomposition and synthesis
of the novel image. The result can be re�ned in sub-
regions by a �ner decomposition of the image in each

subregion, up to a point-to-point reprojection in com-
plex scenes where high level of details is important.

The results presented here show that the proposed
method gives a good alternative to classical image-
based rendering techniques, without the computational
burden of �nding dense correspondence between the
source images or a priori 3D reconstruction of the scene.

The proposed approach can be used in di�erent ap-
plications where fast rendering is needed, for example,
videoconferencing, immersive telepresence, realistic vir-
tual worlds. The use of the method in telerobotics is
presented in [2].
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Figure 4: Source views from a house sequence

Figure 5: Resulting synthesized views(down) and their corresponding real images(up)
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