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Abstract

This paper introduces a single-camera-based stereo vi-
sion system used for creating local 3D occupancy mod-
els. The design of the system is described, the range
data error analysis is presented and the sensor model
which assigns the values of evidence to the registered
data is built. The application of the proposed system
for mobile robot world exploration is shown. Data ob-
tained by running a single camera mobile robot are pre-
sented.

Keywords: Occupancy grids, visual sensor model,
range data fusion, evidence theory.

1 Introduction

In world exploration, the occupancy model of the world
is one of the most commonly used [3, 20, 7, 25]. In this
model, the evidence that a point in space is occupied
is calculated, based on the data registered by a range
sensor.

Originally developed for building 2D maps [9], the
occupancy-based approach has recently been extended
to build 3D models of the world [15, 17], which provide
much more information about the environment.

There are two problems however with building 3D
occupancy world models. The �rst problem is the rep-
resentation of the occupancy information. The conven-
tional way of storing the occupancy data using grids
requires a considerable amount of memory and is time
consuming. It is also ine�cient for map extraction. The
second problem concerns range sensors. Sonar sensors
are not expensive and their models are known [3, 16].
However, they do not yield accuracy su�cient for 3D
modeling [15]. At the same time, laser range sensors
and highly calibrated stereo systems, which also have
well de�ned sensor models, are very expensive and can-
not be used in many situations.

These were the problems we addressed in the Bo-
ticelli project. As a solution, �rst, we proposed a
regression-based technique for fusing range data, which
allowed us to build 3D occupancy models represented
in a parametric way, and second, we designed a single
camera visual sensor, which allowed us to register 3D
range data with the aid of an o�-the-shelf video-camera.
Boticelli is the name of the robot we used for the proof-
of-concept demonstrations. It explores an unknown en-
vironment by building local occupancy world models
based on the visual data captured by a single camera.
While the issues of range data fusion, occupancy model
representation and vision-based navigation are covered
in [4], [5] and [1], respectively, this paper is dedicated
to the vision part of the project.

We show how a single camera visual sensor can be
designed so as to provide range data needed for build-
ing 3D occupancy models of the required quality. This
includes designing the stereo rig, presenting the error
analysis of the stereo algorithm, building the visual sen-
sor model and showing the advantages of using the pro-
posed visual sensor for mobile robot world exploration.

The paper is organized as follows. The design of the
stereo setup is presented in the next section. The sensor
model which assigns the values of evidence to registered
depth data is built in Section 3. Experimental results
and discussions conclude the paper.

2 Visual sensor design

The design of a visual sensor depends on the objective
of the project. In our project the sensor is used for
building local occupancy models, where we want the
models to be fast in calculation and compact in rep-
resentation. There are many applications where such
models can be used and in this paper we concentrate
on their application for the mobile robot exploration
task. Let us outline this task.
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Figure 1: Boticelli (a), its architecture (b) and an environment to explore (c).

2.1 The exploration task

We consider the task of exploring the environment for
the purpose of locating a hidden target. Figure 1.c
shows the room which is used as a testbed environment
in the project. Starting from an arbitrary position, the
robot has to �nd a target, which is chosen to be a corner
of a green triangle glued to white paper seen on the back
wall in the �gure.

The decision how to explore is determined by 1) the
knowledge of already observed obstacle points, 2) the
knowledge of exploration points, i.e. points where no
information is obtained yet, and 3) the knowledge of the
target location, if available. This determines a three-
module architecture of the robot, which we refer to as
the \Look-Think-Drive" architecture (see Figure 1.b).
The �rst module is the vision module, during opera-
tion of which the robot tries to locate the target and
collects range data around itself. The amount of these
data should not be very large so as not to impede the
mobility of the robot. On the other hand, it should
su�ce to build a precise enough 3D occupancy model
of the world, where the precision is measured by the
ability to navigate using the maps extracted from the
model.

2.2 Single camera stereo

Many problems in world exploration by mobile robots
are attributed to the odometric errors of the robot.
Therefore, it is desirable to get as much information
around the robot without having the robot move. This
is achieved with a camera which has enough degrees of
freedom to capture the entire environment.

We use a Sony XC-999 camera mounted on an L-
shaped support on a Direct Perception pan-tilt unit
(PTU) on the top of a mobile base as shown in Figure 1.

The angle and the length of the support are chosen in
such a way that the camera can observe completely the
part of the world from the oor to the height of the
robot, within a range from one decimeter to three me-
ters. A grabber grabs 640x480 colour (RGB) images,
which are then preprocessed with an averaging �lter
to produce 160x120 pixel images1. Depth acquisition
is done on these lower resolution images. The Matrox
Imaging Library (MIL) is used as an image grabbing
and processing tool.

The readings from a single camera stereo, which are
3D depth data, are obtained by the following three step
procedure (see Figure 2). A set of features is selected
in the �rst frame (step 1). Each feature is then tracked
along the epipolar line in the second frame, which is
grabbed after the camera has moved, and the best
match is obtained (step 2). The depth to those features
which are selected and successfully tracked is then cal-
culated on the basis of the disparity of the features in
the two frames (stage 3). In the next subsection, we
provide more speci�cs on the procedure and below we
address another important issue | the issue of uncer-
tainty of visual sensor data.

Uncertainty of range data

As a result of camera distortion, changing light condi-
tions and incorrect registration of features, the obtained
3D information is not certain. Figure 4 shows the im-
age of monochrome green rectangles as observed by a
camera. The warping of the picture and the di�erent
intensities of the uniformly green surface can be clearly
seen. This results in imperfect tracking and matching
of features, which, in turn, results in under- or over-
estimating the depth value corresponding to a feature

1This size of image has been found optimal not only by us,
but other researchers [7].
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Figure 2: Depth data obtained using a single camera.

as illustrated in Figure 2. The �gure also shows an-
other major reason for uncertainty in depth estimation
| limited resolution of the camera. All these has to be
taken into account when building a visual sensor model.

At the same time, in order to decrease the depth
estimation error, we resort to the following two tech-
niques. First, we disregard the marginal features (as
in [25, 7]), since they introduce high error not only be-
cause of the image quantization but also because of the
warping of the image. Second, when the robot views
the surrounding world, we make sure that each selected
feature is observed at least twice, so that it appears at
least once in the middle of the image, where its error
is low. This is achieved by adjusting the angle of pan
rotation.

2.3 3D data registration

According to the objective to build a world model just
good enough for exploration and in order to make fusion
and world modeling faster, we select only about 500
features per image. In particular, the pixels with a high
intensity derivative in the vertical direction are selected
as features.

The second frame is grabbed after the camera moves
vertically down, which explains our choice of select-
ing features. The angle of the camera tilt rotation is
� = 7:7o and the lever length L = 21 cm, which results
in the baseline h � 3 cm. This produces the disparity of
10 pixels on average, which is the same as in [7]. In the
second frame, each feature is tracked along the epipo-
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Figure 3: Depth calculation procedure.

lar line, which is chosen 3 pixels wide to account for
warping of the image, using a 5 by 5 scanning window
centered on a pixel.

A feature is considered successfully tracked if the
error E between the best match and the original feature
is lower than a certain threshold Ethresh. By lowering
the threshold Ethresh, we can reduce the amount of
uncertain data. This �lters away approximately 60% of
features.

The match error E is calculated as the Euclidean
distance between the normalized2 N -dimensional vec-
tors (N = 25) obtained by using the scanning window:

E = k~V � ~V 0k2 =
NX
n=1

(V [n]� V 0[n])2; (1)

which is a standard approach in feature tracking [6].
Finally, the depth r to those features which are se-

lected and tracked is calculated, using the triangulation
based on the projective camera model [8]:

~mr �~h = R~m0r0; (2)

where ~m
:
= [i; j; F ]unit and ~m0

:
= [i0; j0; F ]unit designate

unit vectors determined by the positions of a feature
in the �rst and the second frame respectively. F is the
focal length of the camera, which is known from the
camera speci�cations or calculated in advance using the
vanishing point technique described in [8]. The camera
we use has F = 150, i 2 [�53; 53] and j 2 [�40; 40].

R is the rotation matrix and ~h is the translation vector
of the camera. Both are known, since only the pan-tilt
unit moves and not the robot during depth acquisition.

Since a feature moves vertically only, Eq. 2 can be
rewritten, using the coordinate method (see Figure 3),
as�

r0 sin(� + 
� �0) = Z tan(
 � �) � h cos �
2

r0 cos(� + 
� �0) = Z + h sin �
2

; (3)

2More exactly, the intensity of a center pixel is subtracted
from the intensities of all pixels in the window.
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the camera support.
Dividing the �rst equation by the second one yields

the following formula for (X;Y; Z) coordinates of a fea-
ture in the coordinate system centered on the �rst lo-
cation of the camera as shown in Figure 2:

8><
>:

Z =
h cos �

2
+h sin �

2
tan(�+
��0)

tan(
��)+tan(�+
��0)

X = Z tan �
Y = Z tan �x; where tan �x =

i
F

(4)

To obtain the coordinates (x; y; z) of a feature in
the PTU-centered coordinate system, vector ~mr =
(X;Y; Z) is multiplied by a homogeneous matrix de-
scribing the current position of the camera, which is a
function of camera pan and tilt angles.

After depth is calculated for the current position of
the camera, the camera is panned on the PTU clockwise
and the procedure is repeated for the new angle of view,
until �nally all parts of the world around the robot are
observed.

A thing to be mentioned about the single camera
vision system is the parallelism of its operations | the
depth is calculated, while the camera is moving. Be-
cause of that, the time needed to acquire depth infor-
mation about the surrounding environment is just equal
to the time needed to complete the full rotation of the
camera. It takes 15 di�erent pan positions of camera to
observe the whole environment and the whole process
of a building a sparse depth map of the entire environ-
ment takes about one minute.

Figures 6.a and 6.b show the depth information ac-
quired by the robot by looking around from two di�er-
ent locations. Registered 3D features are shown pro-
jected on the oor (Oxy plane), the robot is located in
the center. The �gures also show grabbed images (in
left top corners) and pairs of 2D features used in depth
calculation (in left bottom corners): in white are the
features selected in the �rst frame, while in black are
the features which are tracked in the second frame.

2.4 Searching for the target

As opposed to a stereo setup with a �xed camera con�g-
uration, a single camera stereo allows arbitrary motion
of the camera. This gives more exibility not only in
tracking the features but also in searching for the tar-
get.

In this project, we are not concerned with the issue
of target recognition. Instead we choose the target to be
invariant to the distance, which explains our choice of a
corner of an object as the target. The target is sought
by checking each image frame for the existence of a pat-
tern previously stored in memory. MIL has a function

Figure 4: The corruption of an image by a camera.

which can do this operation e�ciently. If the target is
found, the same depth calculation routine which is used
for features is used again to produce the location of the
target with respect to the current position of the robot.

3 The visual sensor model

3.1 Evidential approach

In sensor fusion, the concept of the sensor model is of
prime importance. Probabilistic approaches [22, 9] de-
�ne sensor model as the conditional probability P (~r =
occj~rS) that a point ~r in space is occupied, given a range
sensor measurement ~rS .

It has been argued however that probabilistic ap-
proaches are not valid in building a sensor model when
a sensor is not reliable [23, 16]. For example, if a sensor
works properly only 3 times out 4 (because of power
failures or other problems), then a measurement ~rS ,
which, we may say, is 75% reliable, provides some in-
formation about the occupancy of a point, but it does
not give any data about the negation, i.e. about the
emptiness of this point.

The evidential approach has been suggested to cir-
cumvent this problem. Rather than dealing with proba-
bilities, this approach considers two values of evidence:
the evidence mocc(~r) that a point is occupied as well
as the evidence memp(~r) that a point is empty. These
values of evidence are the functions of the parameters
describing the reliability of the measurement and are
obtained using the intrinsic characteristics of the sen-
sor.

The evidential approach is also credited with resolv-
ing the \unknown vs contradictory" ambiguity, which
arises in �rst moment probabilistic approaches. Prob-
abilistic approaches, which use second moments of the
unknown variables, like Kalman �lter approaches [13],



are too computationally expensive and therefore are not
very suitable in mobile robotics.

The main criticism of the evidential approach con-
cerns the Dempster-Shafer rule, which is used to com-
bine the evidence data. This rule assumes that sources
of evidence are distinct and independent, so that no
evidence is counted repeatedly [24]. In sensor fusion
however, the same piece of evidence is often observed
more than once. This is why in [4] we proposed a
new, regression-based technique for combining range
evidence data. This technique is used for fusing range
data registered by the single camera stereo and is for-
mulated as follows. Given a set of sample points ~r

along with their evidence values mocc and memp pro-
vided by the sensor model, �nd a smooth piece-wise
linear approximation of functions mocc = mocc(~r) and
memp = memp(~r) on the entire input domain. This de-
termines the design of the single camera stereo sensor
model.

3.2 Uncertainty of registered data

Industrially manufactured sonar sensors [3] and laser
range �nders [17] have well de�ned sensor models pro-
vided by a manufacturer. However, there is no general
sensor model of visual range sensors, which is due to the
diversity of the visual system setups. Thus, we have to
design our own model of the single camera range sensor.

Taking into account the quantization error

As mentioned in Section 2, the depth data obtained by
a vision system is not certain for many reasons.

Due to the �nite resolution of the image, the angle �0

in the Eq. 4 is known only with the precision ��0 = 1
F

(see Figure 2.b). This results in the range error �r,
which can be estimated by taking a derivative of r =
(X;Y; Z) with respect to �0 in Eq. 4.

Another way of estimating the range error is to use
the results obtained for non-convergent dual camera
stereo systems. The analysis of the uncertainty due
to image quantization has been done in [2, 10, 18] and
using the result obtained in [18], we get the following
estimate of the range error:

�r =
2r2

hF + r
: (5)

Taking into account the match error

Calculation of the evidence values assigned to the reg-
istered range data is based on the following idea. If we
are 100% con�dent in the range data, then the range
data should get the evidence value one. On the other
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Figure 5: Visual sensor model for ideal (a) and real (b)
sensor.

hand, if the sensor is completely unreliable, then the
range data should get the evidence value zero.

In the case of the single camera stereo, the measure
of con�dence of registered depth data ~r is provided by
the match error E obtained during the depth calcu-
lation procedure (Eq. 1). In particular, we obtain the
evidence of a 3D point mocc(~r), by applying the Tuckey
by-weight to the error E:

mocc(~r) =

�
(1� ( E

Emax
)2) if E < Emax

0; otherwise
; (6)

which is a common approach in robust estimation [11,
19]. Emax is a constant which is chosen in agreement
with the threshold value Ethresh used in �ltering the
outliers in Section 2.3.

This approach is di�erent from that of [14] and re-
sembles that of [15]. It produces the value of evidence
in range [0,1], which is used in fusing the range data.

3.3 Linear representation

In the case of the ideal visual sensor, all points between
the camera and the observed point will be given the
evidence values memp(~r) and mocc(~r), as illustrated in
Figure 5.a. Figure 5.b shows the visual sensor model
for the real visual sensor which is built according to the
ideas described above.

The maximum value of evidence is determined by
Eq. 6 The width of the range error �r is approximated
using the Eq. 5 as �r = 0:1r. We also make the evidence
grow gradually from zero to its maximum value, using
the range error �r as a guide in determining the steep-
ness of the slope, so that not to have in�nite derivatives
of the occupancy function. The evidence behind the ob-
served point is zero for both occupancy and emptiness
evidence values.

The piece-wise linear representation of the sensor
model is chosen because of two reasons. First, it fa-
cilitates the approximation of the occupancy function
with linear surfaces. Second, it signi�cantly reduced
the amount of sample data used in fusion. In partic-
ular, the sensor model can be represented with only
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Figure 6: Depth data obtained by a single camera stereo (a,b) and the area available for navigation acquired from
the depth data (c,d) obtained at two di�erent locations of the robot.

few sample points on the ray of view, providing that
there are certain constraints imposed on the function,
which is described in more detail in [4, 5]. This provides
the solution to the problem of redundancy of processed
data, which, as was mentioned in the introduction, is
the major problem of the occupancy-based approach.

4 Discussions

The single camera stereo vision system described in the
paper is tested using a mobile autonomous robot Boti-
celli. The robot is placed in an approximately 5 by 6 by
1.5 m room surrounded by walls which it has to explore
in order �nd a target which is hidden behind one of the
walls. Figure 1.c shows the room and the target. Start-
ing from an arbitrary location, the robot explores the
environment until it �nds a target. The exploration pol-
icy of the robot is determined by the knowledge of ob-
stacle and navigation points, which are extracted from
multiple 3D local occupancy models built on the basis
of the range data registered by the single camera visual
sensor, and also by the knowledge of the target location,
which is acquired by the same sensor.

In order to ensure that there are enough visual fea-

tures in the environment, we put camouage clothes on
the walls. These can be seen in Figures 1.c and Figure
6. Other objects inside the exploration area include a
tree (seen in Figure 6.b), a couple of boxes (seen in
Figure 6.a) and extension cords lying on the oor.

Figures 6.c and 6.d show 3D occupancy models ob-
tained from depth data shown in Figures 6.a and 6.b.
The points with occupancy values mocc higher then 0.6
are shown projected on the oor. The robot is located
in the center of the �gures and is surrounded by an un-
occupied area. This area is considered to be available
for the navigation.

The occupancy models constructed from the regis-
tered visual data are found to be su�cient for making
the navigation decisions. In our experiments, the robot
successfully locates the target while avoiding obstacles
and the areas already explored. Thus we conclude that
the single camera stereo vision system proposed in the
paper, which is able to register e�ciently visual features
around the robot, is very suitable for mobile robot ex-
ploration. For more details on how occupancy models
are built from the visual range data see [4, 5].

The technique we use for feature selection and track-
ing (Section 2), while simple and not time consuming,



su�ces for applications like the one described above.
Yet, if there is a need for a more precise depth data
registration, then the following steps can be undertaken
to improve the performance of a single camera stereo:
{ using a digital camera instead of an analog one [21];
{ rectifying the images [15], if an analog camera is used;
{ using an interest operator to select features [15];
{ using robust tracking approaches, e.g. like those de-
scribed in [12, 11].

As for the visual sensor model (Section 3), a bet-
ter approximation of the range error should be used for
large scale environments. In addition, other approaches
in assigning the evidence values to registered range data
can also be tried. However, since the �nal map of an
area available for navigation is determined by a thresh-
old on an occupancy function, this assignment seems
not to a�ect much the navigation planning process.
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