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Abstract

Color is a powerful fundamental cue that can be used
at an early stage to detect objects in complex scene im-
ages. This paper presents an analysis of the performance
of nine different chrominance spaces in the specific problem
of automatically detecting and locating human faces in two-
dimensional still scene images. For each space, we use a
skin color model based on the Mahalanobis metric to seg-
ment faces from the scene background by thresholding. We
perform feature extraction on the segmented images by use
of fully translation-, scale- and in-plane rotation-invariant
moments that are derived from the Fourier-Mellin transform,
and apply a multilayer perceptron neural network with the
invariant moments as the input vector to distinguish faces
from distractors. We show that for each chrominance space,
the detection efficiency is critically dependent on the good-
ness of fit of the skin chrominance distribution to the pro-
posed model, and to a lesser extent on the discriminability
between skin and "non-skin" distributions. Also, normalized
color spaces are shown to yield the best segmentation re-
sults, and subsequently the highest rate of detection of faces
with a large variety of poses and against relatively complex
backgrounds.

1. Introduction

Automatic detection and localisation of human faces in
two-dimensional natural, complex scene images is a difficult
task that has been relatively unexplored until recently [7]
[6] [1]. Face detection has important applications, as a first
step in higher-level face recognition tasks such as personal
identification for security purposes, the determination of sex
and race, the understanding of facial expressions, or in the
field of multimedia, for portrait retrieval in a large database
of images or for interactive human-machine interfaces. In
recent years, an increasing body of research has addressed

the specific problem of automatic face detection based on
skin color [8] [18] [17] [2] [21]. Color is a powerful fun-
damental cue that can be used as a first step in the process
of face detection in complex scene images because color
image segmentation is computationally fast while being rel-
atively robust to changes in illumination, in viewpoint, in
scale, to shading and to complex (cluttered) backgrounds as
compared to the segmentation of grey-level images. Robust-
ness is achieved if a color space efficiently separating the
chrominance from the luminance in the original color im-
age and a plausible model of the chrominance distribution
of human skin are used for thresholding. In general, di-
mensionality reduction is first achieved by a suitable (linear
or nonlinear) transformation from a 3-D RGB color space
into a 2-D chrominance space (and into a separate luminance
component). Normalized r-g chrominance space has often
been used for face detection [8] [17] [21] [4] [15] because it
reduces the sensitivity of the segmentation to changes in il-
lumination. Other chrominance-luminance spaces that have
been commonly used are the perceptually plausible HSV
(or HSI) space [16] [9] [14] or the hardware-oriented YIQ
or YES spaces [20] [3] [13]. In [10], the comparative ef-
ficiency of three different color spaces (HSI, CIE-L*u*v*
and Karhunen-Loeve) in discriminating between skin (for
Asian subjects only) and different facial features (mouth,
eyes and eyebrows) has been analyzed, after a face has been
segmented from a background. However, to our knowledge,
no analysis of the comparative efficiency of several different
chrominance spaces has been performed until now in the gen-
eral problem of face detection. In effect, the efficiency of the
color segmentation of a human face depends on the chromi-
nance space that is selected, because the skin chrominance
distribution depends on the chrominance space. Therefore,
the selection of an appropriate color space is an important
task.
We propose to compare the efficiency of nine different color
spaces for face segmentation and detection against complex
backgrounds. In section 2, we examine the chrominance



distribution of human skin in the following color spaces :
normalized r-g and CIE-xy, a normalized perceptually plau-
sible tint-saturation-luminance space TSL, CIE-DSH, HSV,
YIQ, YES, and the perceptually uniform CIE-L*u*v* and
CIE-L*a*b* spaces. At first, we describe skin color by use of
an unbiased anthropometric chromatic scale that assigns an
equal statistical weight to each component of the scale under
the same illumination conditions [18] and analyse qualita-
tively the chrominance distribution of all the components of
the scale in the different color spaces. For comparison, the
same qualitative analysis is then performed in the general
case where illumination conditions vary widely and where
different camera systems are used, by use of a large num-
ber of skin sample images selected from various sources.
Based on these two analyses, preliminary conclusions are
drawn on the relative suitability of the different spaces for
skin-color based segmentation. Finally, we propose a skin
chrominance model based on a quantitative analysis of a set
of skin sample images of faces of Asian and Caucasian sub-
jects that were recorded under slowly varying illumination
conditions with a single camera and manually selected for
our experiments. The model assumes that the chrominance
of the skin of Asians and Caucasians is described by a uni-
modal elliptical Gaussian joint probability density function
(pdf). The Mahalanobis metric is inherent to the Gaussian
pdf model and is used to determine a threshold value in each
chrominance space that would efficiently discriminate be-
tween human skin and other objects (or "non-skin" objects).
The goodness of fit of the skin distribution to the model and
the discriminability between skin and "non-skin" distribu-
tions are analyzed for each space. In section 3, we briefly
describe a shape analysis based on fully translation-, scale-
and in-plane rotation-invariant moments that are generated
from the Fourier-Mellin transform and that are calculated for
each cluster representing a face candidate in the segmented
binary images. In order to discriminate face candidates from
distractors (such as false positives or other body parts cor-
rectly classified as skin), a multilayer perceptron neural net-
work (NN) is used with the invariant moments as the input
vector. The architecture of the NN is also briefly described.
Experimental results of face detection for the nine different
chrominance spaces are presented in section 4, and in section
5 we summarize the main issues that we plan to address in
future research.

2. Color segmentation

2.1. Chrominance Distribution of Human
Skin in Di�erent Color Spaces

For a first analysis, to describe skin color we have used
an unbiased anthropometric chromatic scale that is represen-
tative of a sufficiently large number of skin colors and that
assigns an equal statistical weight (in number of pixels in

the distribution analysis) to each component under the same
illumination conditions, so that every color component may
be equally well represented. Von Luschan’s chromatic scale
[18] [19] can be used to match 36 different skin colors, from
an unsaturated light color to a saturated dark brown color.
Figure 1 shows the cumulative distribution of all the compo-
nents of the scale in the nine different chrominance spaces on
a logarithmic scale. For the normalized TSL chrominance-
luminance space, we selected the following transformations:

S = [9=5(r02 + g02)]1=2

T =

8<
:

arctan(r0=g0)=2� + 1=4; g0 > 0
arctan(r0=g0)=2� + 3=4; g0 < 0
0 g0 = 0

L = 0:299R+ 0:587G+ 0:114B (1)

where r’=(r-1/3) and g’=(g-1/3), r=R/(R+G+B) and
g=G/(R+G+B), S is the saturation, T is the tint, and where L
is the luminance (for Gamma-corrected RGB values). The
values of S, T and L are normalized in the range [0. ; 1.0].
The distribution consists essentially of two classes in the nor-
malized r-g, CIE-xy and T-S spaces, as well as in CIE-SH
and H-S spaces. The distribution in I-Q and E-S spaces is
more complex and difficult to model, while three classes are
clearly distinguishable in CIE-u*v* and CIE-a*b* spaces.
In r-g space, while the distribution of both light and interme-
diate skin colors (corresponding to the first 24 components
of the scale) is concentrated near the equal-energy or achro-
matic point (r=g=1/3), the distribution of the class represen-
tative of dark skin colors covers a significantly larger surface
area, with larger values of r and lower values of g. There is
a continuous transition from a cluster representative of light
and intermediate skin colors to a cluster describing dark skin
colors. Because the dark-skin cluster is spatially more dif-
fuse in the different chrominance spaces, it is concealed if
a logarithmic scale is not used. While the distribution is
confined in the normalized r-g, CIE-xy and T-S spaces, it
covers most of the possible range of saturation S for a lim-
ited range in hue H in CIE-SH and H-S spaces. Therefore, a
normalization of RGB values by (R+G+B) or of CIE-XYZ
values by (X+Y+Z) with or without a further transformation
(such as into T-S space) yields chrominance spaces that are
more efficient for skin color segmentation than CIE-SH and
H-S spaces where such a normalization is not performed,
because the sensitivity of the distribution to the variability
of skin color is significantly reduced. Finally, the distribu-
tion in the normalized spaces may be described by a simpler
model (such as a 2-class mixture density) than in I-Q, E-S,
CIE-u*v* and CIE-a*b* spaces where the distribution is also
confined. The above conclusions also apply to the general
case where illumination conditions vary widely and where
different camera systems are used.



Figure 1. False-color top view of the 2-D cu-
mulative histograms on a logarithmic scale of
all the components of von Luschan's chromatic
scale in nine di�erent chrominance spaces (N =
5.9 x 10E+04 pixels). From top to bottom and
left to right : normalized r-g, CIE-xy and T-S
spaces, CIE-DSH, H-S, I-Q, E-S, and percep-
tually uniform CIE-u*v* and CIE-a*b* spaces
(appropriately shifted or corrected for discon-
tinuities, except H-S space). Total histogram
dimensions are 100 x 100 bins in all spaces ex-
cept in CIE-u*v* and CIE-a*b* spaces where
the dimensions are 200 x 200 bins.

Figure 2. Cumulative histograms on a logarith-
mic scale in nine di�erent chrominance spaces
of 300 skin sample images manually selected
from various sources (N = 1.118 x 10E+06 pix-
els). From top to bottom and left to right :
normalized r-g, CIE-xy and T-S spaces, CIE-
DSH, H-S, I-Q, E-S, and perceptually uniform
CIE-u*v* and CIE-a*b* spaces (shifted or cor-
rected for discontinuities, except H-S space).
Total histogram dimensions are 100x100 bins
in all spaces except in CIE-u*v* and CIE-a*b*
spaces where the dimensions are 370x370 bins.



Figure 2 shows the cumulative distribution in the nine
chrominance spaces (on a logarithmic scale) of 300 skin
sample images manually selected from various sources and
originally recorded in unconstrained conditions. While cov-
ering a larger surface area than in the case of the anthropo-
metric scale, the distribution in the normalized spaces is still
confined, whereas that in CIE-SH and H-S spaces covers the
whole range of S and a significantly larger range of H at low
values of S. Again, while still confined, the distribution in I-
Q, E-S, CIE-u*v* and CIE-a*b* spaces cannot be described
by a simple model. In this general case, the distribution in
r-g space appears to be compatible with a unimodal ellipti-
cal Gaussian joint pdf model that is assumed in [2] [21] to
describe the skin chrominance of the different human races
in the same space, whereas the cumulative distribution of all
the components of the unbiased anthropometric scale is not
compatible with such a model.
The normalization theoretically renders the chrominance in-
dependent of any identical changes in R, G and B or X, Y and
Z values. In practice such normalized spaces significantly
reduce the dependency of skin chrominance on changes in
illumination and on the camera system used to record the
images. In our experiments, only the cluster corresponding
to light and intermediate skin colors in the distribution of von
Luschan’s chromatic scale was considered for segmentation.
Images of 11 Asian and 19 white Caucasian subjects were
recorded under slowly varying illumination conditions in an
office environment with a single video camera mounted on
an SGI computer. 110 skin sample images were manually
selected to analyze the color distribution in the nine different
chrominance spaces and to calibrate the camera for color
segmentation in each space. The cumulative distribution of
all the sample images are shown in the left part of Figure 4,
in section 4. Although the distribution in such controlled
conditions is confined in each space, its area is generally
smaller in the normalized spaces.

2.2. Skin Chrominance Model and Thresh-
olding of Color Test Images

On the basis of the histograms shown in the left part
of Figure 4, we assume that the skin chrominance distribu-
tion for Asians and white Caucasians may be modeled by a
unimodal elliptical Gaussian joint pdf given by
p[x(i; j)=Ws] = (2�)�1jCsj

�1=2 exp
�
��2

s(i; j)=2
�

(2)

where the vector x(i; j) = [x(i; j)y(i; j)]T represents
the random measured values of the chrominance (x; y) of
a pixel with coordinates (i; j) in an image, Ws is the class
describing skin, Cs is the covariance matrix for skin chromi-
nance ,and where �s(i; j) is the Mahalanobis distance from
the vector x(i; j) to the mean vector ms = [mXsmY s]

T

obtained for skin chrominance, defined as

[�s(i; j)]
2 = [x(i; j)�ms]

T
Cs

�1[x(i; j)�ms] (3)

Eq. 3 defines elliptical surfaces in chrominance space of
scale �s(i; j), centered about ms and whose principal axes
are determined by Cs. The value of �s(i; j) for a pixel with
coordinates (i; j) determines the probability that the pixel
belongs to the class Ws representing human skin, as seen
from Eq. 2. The larger �s(i; j), the lower the probability
that the pixel (i; j) belongs to Ws.
Both ms and Cs are estimated in each space by use of
the 110 skin sample images recorded with the SGI cam-
era. [�s(i; j)]2 is then calculated for every pixel over all the
skin samples and over five large image regions not containing
skin, and is compared to a parameter�2

s;t> 0 for thresholding.
As a suitable compromise to discriminate between the skin
class and the "non-skin" class, a "standard" threshold value
�2
s;t is obtained when the proportion of true positives TP over

the ensemble of regions of skin becomes equal to the propor-
tion of true negatives TN over the ensemble of regions not
containing skin [13], or equivalently, when the proportion of
false negatives FN equals the proportion of false positives FP
(since TP+FN=1 and TN+FP=1). This initial skin color cali-
bration must be performed for any color camera before color
image segmentation and is semi-automatic. However, under
slowly varying illumination conditions the use of a single
camera does not require the further application of an "adap-
tive" threshold as in [13]. Color segmentation is performed
on test images by calculating [�s(i; j)]

2 for every pixel in the
test images and comparing its value to the standard threshold
�2
s;t. A value of 1 is assigned to pixel (i; j) if �s � �s;t and a

value of 0 if �s > �s;t. The result of thresholding is a binary
image that is subjected to further (morphological) analysis
to isolate face candidates in a scene.
In order to assess the plausibility of the unimodal Gaussian
pdf model in each chrominance space, we define a measure
of the goodness of fit of the skin distribution shown in the left
part of Figure 4 to the model as the Mean Square Deviation
between each normalized histogram observed in a discrete
space with M x N bins and the corresponding "ideal" discrete
unimodal Gaussian pdf calculated from ms and Cs :

MSDN =

NX
j=1

MX
i=1

(G0

ij � S0ij)
2 (4)

where S0ij = Sij=
PN

j=1

PM
i=1 Sij is the normalized ob-

served histogram and G0

ij = Gij=
PN

j=1

PM
i=1 Gij is the

normalized "ideal" Gaussian histogram. Also, the discrim-
inability between skin and "non-skin" distributions is mea-
sured as the degree of overlap between the distributions,
defined as the intersection between the normalized skin and
"non-skin" histograms :

HIN =

NX
j=1

MX
i=1

min(S0ij ; NS0ij) (5)

where NS0ij = NSij=
PN

j=1

PM
i=1 NSij is the normal-



ized observed "non-skin" histogram calculated by use of the
five large image regions not containing skin. The values of
the MSDN,HIN and the results of the skin color calibration
for each chrominance space are presented in Figure 3.

Figure 3. Goodness of �t to the unimodal
Gaussian model (MSDN), overlap between skin
and "non-skin" distributions (HIN) and results
of the skin color calibration in nine di�erent
chrominance spaces for 110 skin sample images
recorded with the SGI camera (MSDN = 1.73
x 10E-03 for the normalized TSL color space).
The total histogram dimensions in CIE-u*v*
and CIE-a*b* spaces have been downsampled
to the same dimensions as those of the other
spaces to calculate MSDN, for proper compar-
ison.

The normalized spaces, in particular TSL and r-g spaces,
yield the best fit to the unimodal Gaussian model, as the
MSDN of the skin distribution is smallest in those spaces.
Moreover, the discrimination between the skin class and the
"non-skin" class is among the highest in the same spaces,
as lower values of the HIN show, which leads to the highest
values of TP and TN (hence the lowest values of FN and FP).
Therefore it is expected that the normalized spaces should
produce the best segmentation results and subsequently the
highest performance of face detection. As expected, the
results of the skin color calibration are generally poor (the
values of TP and TN are significantly smaller) for the chromi-
nance spaces for which the MSDN and/or the HIN are larger.

3. Shape Analysis

A local median filter with a window of 3x3 pixels is
applied to the thresholded binary images in order to obtain
clusters of connected pixels (connected-component analy-
sis). The clusters of area less than 0.5% of the area of the
image in number of pixels are discarded so that only a small
number of main clusters or face candidates are used for fur-
ther analysis.
The robustness of face detection and localization is increased

if invariant features are extracted from each face candidate
in the segmented images. We use the method of invariant
moments that were first developed by Hu [5] and recently
generalized by Li [11]. Hu’s moments are fully translation-,
scale- and in-plane rotation invariant. Although they have
been used extensively in low-level pattern-recognition prob-
lems [11], to our knowledge they have not been used in com-
bination with color segmentation for the detection of human
faces. Hu’s generalized moments arise as a particular case of
the circular Fourier and radial Mellin transform (FMT) [11].
An infinite number or moments can be generated by use of
the FMT and are expressed as combinations of scale- and
translation-invariant geometric moments. A detailed deriva-
tion of the moments can be found in [18] [11].
The computation of the discrete moments for binary images
yields theoretically an error-free estimate of the continuous
moments as opposed to the computation performed for grey-
level images [12], and the moments are then also independent
of illumination. However, higher orders amplify the contri-
butions of the peripheral parts of an object to the moments.
The contours of segmented face candidates constitute a cor-
related noise because they are variable, and thus may reduce
the degree of invariance of the moments, so that only a small
number of the lowest invariant moments should be used in
the shape analysis.
We use the 11 lowest-order moments, that include the second
to the fourth-order geometric moments. The 11 moments are
calculated for each face candidate and are the input units of
a feed-forward multilayer perceptron neural network (NN),
with one hidden layer containing 6 nodes and with one out-
put unit. All the units take on continuous bipolar-sigmoid
activation values in the range [-1.0 ; 1.0]. For training, the
backpropagation algorithm is applied to perform gradient de-
scent on a quadratic error function (or total error) using batch
processing. A momentum term is included in the learning
rule in order to increase the learning rate of the network.
When a face is detected by the network, it is marked by an
ellipse using the already computed first and second-order
geometric moments of the cluster representing the face, as
described in [18].

4. Experimental results

The face detection system is implemented on an SGI
Indigo 2 Impact 10000 computer. After the color segmenta-
tion and the connected-component analysis, N=220 elements
(clusters) with an approximate ratio of 1:1 between elements
describing faces (of 9 Asians and 20 Caucasians) and those
representing objects other than faces were used to train the
NN. The training was performed on images segmented by use
of the normalized T-S chrominance space, which produces
the best results in the chrominance analysis and the color
calibration. Considering then that the faces in the training
images are well segmented and are assumed to be approxi-



mately elliptical (with holes at the location of the eyes and of
the mouth), it is reasoned that the training need not be per-
formed for each chrominance space separately, so that the
same NN weights may be applied to test images segmented
by use of the other chrominance spaces.
The face detection efficiency was investigated for each
chrominance space, by use of a test file of 90 images with
133 faces and 59 subjects (27 Asians, 31 Caucasians and one
subject of African descent), with a large variety of poses and
against different complex backgrounds. 77% of the images
in the test file are not part of the training set.
Figure 4 shows an example of the simultaneous detection
of the faces of an Asian subject and of a Caucasian subject
for the nine different chrominance spaces, while Figure 5
presents the general results of face detection for the different
spaces. As seen on the middle part of Figure 4 and in Fig-
ure 5, the segmentation based on all the chrominance spaces
other than the normalized T-S and r-g spaces produces a
significantly larger number of clusters or face candidates as
well as an erosion of facial parts, due to larger classification
errors of pixels belonging to the background or to a face
respectively. Such results can be explained by the shape of
the corresponding skin chrominance distribution in the left
part of Figure 4 , which determines the value of the MSDN.
Hence, the quality of the segmentation depends critically on
the goodness of fit of each distribution to the unimodal Gaus-
sian model, as the results of Section 2.2 suggested, and to a
certain extent on the degree of overlap between "skin" and
"non-skin" histograms. Subsequently, larger proportions of
false negatives, of false positives and of face localization er-
rors occur during the face detection process, as can be seen
in the right part of Figure 4. A face localization error is de-
fined as the detection of only part of a face and/or of the face
together with some other object in the immediate vicinity
of the face that has been classified as skin during the color
segmentation. A face is properly detected when all the facial
features are detected and when the ellipse marking the face
follows the contours of the face, with an error on the angle
between the major axis of the ellipse and the face axis that
does not exceed 15o . The general results in Figure 5 show
a high face detection performance for the normalized T-S
space, an acceptable performance for the r-g space, but the
performance is generally poor for the other spaces. The large
proportion of false negatives is due to the erosion of the face
clusters but also to a larger probability of distractors being
connected to a face cluster when the total number of clusters
is larger, thus modifying significantly the shape of the face
cluster. Although the invariant properties of the moments
tend to increase their tolerance to false positives, the correct
rejection rate remains relatively high for all spaces, because
the NN discriminates successfully between clusters having a
similar shape to that of a face (approximately elliptical) and
distractors with significantly different shapes.
It should be borne in mind that the complexity of the scene

images contributes also to reduce the performance of face de-
tection : in the case of the normalized T-S space, for which
a 90.8% correct detection rate and a 84.9% correct rejection
rate are achieved, faces of Asian and Caucasian subjects are
equally well detected, despite a large variety of backgrounds
and of poses that include small out-of-plane rotations, as
the examples of Figure 6 show. Exposed body parts other
than faces that are correctly classified as skin during the seg-
mentation are also well rejected, except when their shape is
similar to that of an ellipse, as can be seen in an example of
Figure 7. However, as the examples of Figure 7 show (here
normalized T-S space has also been used), four main types
of errors limit the performance of the system, whatever the
color space that is used. First, other body parts (such as the
neck) connected to or in contact with a face, as well as false
positives due to other objects in contact with a face, may lead
to face localization errors. In this particular case, the NN still
detects the face because the entire cluster of connected pixels
retains a similar shape to that of a face. This type of error
can also occur when partial occlusions, by dark glasses or by
facial hair for example, erode the face cluster or divide it into
two distinct clusters. Second, false positives may occur due
to other body parts correctly classified as skin precisely be-
cause of the higher tolerance of the invariant moments and of
a shape of the skin cluster that is similar to that of an ellipse.
Third, false positives due to other objects in the scene result
mainly from a poor color segmentation performance, and
to some extent from the limited color discrimination of the
SGI camera system. Finally, false negatives may be caused
by strong shadows and/or strong illumination (specularities)
that eliminate the chromatic information in regions of a face
and thus reduce the efficiency of the color segmentation, or
by partial occlusions that divide the face cluster into two or
more distinct clusters, or by other objects in the scene that
are connected to the face cluster (including other faces or
other body parts) and that modify its shape significantly.
Such problems are magnified significantly when segmenting
the images by use of the other chrominance spaces. In ad-
dition to significantly lower rates of correct face detection,
the face localization error rate (FLER) obtained for the non-
normalized spaces varies between 33% and 57%, whereas
the FLER is 13% for the normalized T-S space. For well seg-
mented images in T-S space, the mean absolute error on the
angle between the face axis and the major axis of the ellipse
marking a detected face is 7o, with a standard deviation of
4o. Finally, the time required for face detection, without opti-
mization of the algorithms, varies between 0.2 second and 2.5
seconds for images of dimensions 320 x 243 pixels, depend-
ing on the chrominance space that is used (non-linear color
transformations are the most computer-intensive process in
the face detection system, in particular the transformations
into CIE-L*u*v* and CIE-L*a*b* spaces). However, the
face detection time is not affected by the number of faces
that are present in a scene.



Figure 4. Example of the simultaneous detec-
tion of the face of and Asian and of a Caucasian

subject. Top : original scene. From top to bottom, left
: 2-D cumulative histograms in nine different chrominance
spaces of 110 skin sample images (1.5 x 10E+05 pixels) of 11
Asian and 19 white Caucasian subjects used for calibrating
the SGI camera : normalized T-S, r-g and CIE-xy spaces,
CIE-SH, H-S, I-Q, E-S, CIE-u*-v* and CIE-a*b* spaces
(appropriately shifted or corrected for discontinuities, except
H-S space). Total histogram dimensions are 100 x 100 bins
in all spaces except in CIE-u*-v* and CIE-a*-b* spaces
where the dimensions are 200 x 200 bins; middle : Scene
image after color segmentation in each space and after a
connected-component analysis; right : results of the face
detection process.

Figure 5. General results of face detection in
nine di�erent chrominance spaces. The total
number of elements is the cumulative number
of clusters (face candidates) remaining after the
connected-component analysis, CD is the rate
of correct face detection and CR is the rate of
correct rejection of distractors.

Figure 6. Examples of the detection of faces
with di�erent poses and di�erent skin colors
against various complex backgrounds. All im-
ages are segmented by use of the normalized
T-S space.



Figure 7. Examples of errors occurring with the
present face detection system.

5. Conclusion

The most important conclusion of the skin-color based
segmentation and of the face detection analyses is that nor-
malized color spaces, in particular the normalized T-S space
that we use in this paper and that we proposed in [18], yield
the best segmentation results and the most robust face detec-
tion system. We hypothesize that such a conclusion may hold
not only in the specific application of skin-color based face
detection, but also in the general problem of the detection of
any object that is based on color. Based on the discussion
in Section 4, three main issues should be addressed in future
research : first, if normalized color spaces are selected for
segmentation and detection, the efficiency of the segmenta-
tion needs further improvement in order to increase bost the
robustness to larger variations of illumination and the porta-
bility between different camera systems. this would require
a color correction (or color constancy) algorithm as a pre-
processing step. Also, dark skin colors pose a problem of
dicrimination against "non-skin" colors because low values
of R, G and B lead to large fluctuations in their relative values,
hence to noise. Secondly, the luminance L is an important
information that is to complement the color segmentation.
Finally, the NN should be trained to detect also side views
of faces, and its generalization ability should be increased.
Other discrimination methods than the application of a NN
may be considered for face detection, for example a template
matching performed on the segmented images that could use
the invariant moments. The performance of this approach to
face detection could be compared to that of the NN.
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