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Abstract

The properties of versatility and dexterity of the hu-

man hand have raised a growing interest both in Human

Computer Interaction applications and in gesture recog-

nition. Emphasis is laid on ease of detection and re-

construction of the hand posture as well as on real-time

computation. This paper proposes a visual hand track-

ing system and a hand posture estimation method where

the position and the orientation are recovered from in-

terest cues on the hand. A kinematic model of the hand

and a reconstruction method to recover hand posture

are provided. A skeletal model of the hand is built to

model the kinematic properties of the hand. A single

camera provides the frame sequence of the mobile hand

while color segmentation is used to detect salient fea-

tures on the glove adorned hand. After the pose of the

wrist is computed, the value of the �nger joint angles

are obtained by inverse kinematics. This method en-

ables the successful recovery of the hand posture, open-

ing the door to applications such as 3D input devices or

powerful 6-dof control tools. Human hand skill can thus

be exploited to control a robot gripper in a master-slave

system taking advantage of the information provided by

the human guide.

1 Introduction

Recent developments in Human Computer Interaction
(HCI) have led to di�erent approaches as regards the
use of the hand as an input device. Sensor-equipped
devices such as input gloves or magnetic sensors hin-
der the user's natural movements and furthermore lack
precision. In order to avoid such cumbersome and ex-
pensive devices, a lot of work has been dedicated to
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visual interfaces with one or more cameras tracking the
hand. A recent survey about HCI [1] highlights the
requirements of an e�cient visual interface device. In
particular, the ease of use, the absence of tedious cali-
bration steps, and real-time reaction of the system are
of much importance, hence the current e�orts to create
e�cient vision-based interface applications. Two main
categories stand up in vision-based applications. The
�rst class of work places the emphasis on gesture recog-
nition, where only a �nite amount of hand gestures are
recognized. For instance, the system presented in [2]
recognizes several American Sign Language (ASL) ges-
tures by tracking �ngertip movement. Each gesture
is de�ned by the vector list of the �ngertip motion,
and recognition is achieved by look-up table list match-
ing. [3] uses a view-based representation of the hand
to learn and recognize dynamic hand gestures by sta-
tistical matching. In both cases, the palm remains in
a constant location and no 3D tracking is addressed.
The second approach emphasizes gesture reconstruc-
tion, possibly through the de�nition of some speci�c
mapping between hand posture and actions on the de-
vice. In this case, a 3D model of the hand is needed and
hand posture is generally recovered by a �tting process.
Among these applications, [4] uses a Kalman �lter to
determine 3D hand position, and [5] proposes a tracking
system of the index �nger by 2D image �tting for a vir-
tual gun interface, but both systems require some part
of the operator to remain still. [6] successfully recog-
nizes the posture of an unadorned hand by model state
estimation and residual vector minimization, but needs
two cameras to successfully position in space character-
istic lines and points on the �ngers. Finally, the system
described in [7], based on color markers to designate the
�ngertips, leads to a precise reconstruction of the hand
posture but spends much time in iterative procedures.
The approach chosen in this article aims at providing
enough information on an adorned hand to recognize its
posture in space with a single camera and little com-



putational burden. Indeed, the increasing amount of
computers with one camera mounted on top of the mon-
itor urges the development of easy-to-use visual inter-
faces. The hand is covered with a black glove adorned
with color tips, letting the user do natural movements.
A mathematical model of the hand is de�ned as well
as its kinematic properties to develop a reconstruction
method of the hand posture. Experiments have proved
the e�ciency of the detection of the features and the
good recovery of the hand posture, enabling to animate
a graphical replica of the hand while the hand is in mo-
tion. The procedure is shown in Figure 1.

(a) experimental setup (b) illuminated hand

(c) gloved hand in oper-
ating conditions

(d) reconstructed hand

Figure 1: The hand detection system and the recon-
struction procedure

This paper will �rst address the kinematic model of
the hand, the steps in detecting and reconstructing the
hand and the animation of the virtual model. Finally,
the visual interface to control the robot gripper is con-
sidered.

2 The kinematic model of the

hand

The hand model is designed in order to remain simple
enough to respect human capabilities and span of mo-
tion. Some degrees of agility are reduced but need not

restrict the inverse pose problem. The hand is modeled
by a 26 degree of freedom skeleton, whose location is
given by the the wrist's middle point and whose ori-
entation is given by that of the palm. The �ngers are
enumerated from I to V from the thumb to the little
�nger. Each �nger has 4 degrees of freedom, namely
one in abduction/adduction and 3 in exion/extension.
Inspired from [8], the segments of articulation of each
�nger are concurrent at the wrist's middle point, C, as
shown in Figure 2.
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Figure 2: Skeletal model of the hand

The abduction angle characterizes the angle of the �n-
ger in the palm's plane, whereas the exion angle cor-
responds to the folding of the �nger in the perpendic-
ular plane of the palm. Each �nger but the thumb is
assumed to be a planar manipulator. All the corre-
sponding planes of motion of the �ngers intersect at
the middle point of the wrist.

2.1 Case of �ngers II to V

We will be using three reference frames for representing
the kinematics of the �ngers:

� Rc = [C;X; Y; Z] is the hand's reference frame,
whose origin is the wrist's middle point and whose
axes are de�ned by the palm's orientation, as
shown in Figure 3(a).

� Rp = [O; x; y; z] is the �nger plane's reference
frame whose origin is at the �rst exion/extension
joint and whose x-axis is the direction of the �nger
in the palm's plane, as shown in Figure 3(a).

� Rf = [M;xf ; yf ; zf ] is the �nger's �nal frame,
where M is the �nger tip and axes xf and yf lie in
the plane of motion, as shown in Figure 3(b). The
third axis, zf , is obviously parallel to the z-axis of
the �nger plane's frame.



Each �nger is modeled as a 4-dof planar manipulator.
The abduction angle, q0, is de�ned as the angle be-
tween the �nger's plane of motion and the axis of ref-
erence X . The exion angles, q1, q2, and q3 respec-
tively represent the metacarpophalangeal, proximal in-
terphalangeal, and distal interphalangeal joint angles,
as shown in Figure 3.
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(b) View in the plane of motion

Figure 3: Kinematic model of the �ngers II to V

Direct kinematics of the �nger leads to the following
homogeneous transformation matrix de�ning the posi-
tion and orientation of the �nger's �nal frame Rf with
respect to the hand's reference frame Rc, where T [a; d]
stands for a translation of d along axis a and R[a; �]
stands for a rotation of angle � around axis a:

[M ]Rc
=R[Y; q0] T [x; d0] R[z; q1] T [x; d1]

R[z; q2] T [x; d2] R[z; q3] T [x; d3] [M ]Rf
:

Following the simpli�cation proposed by [9], we lin-
earize the relationship between the angles q2 and q3
such that

q3 =
2

3
q2:

This simpli�cation leads to a direct solution for the in-
verse kinematics problem of the �nger posture. Assum-
ing [M ]Rp

given by [XM ; YM ; ZM ], the exion angles
can be computed according to the representation given
in Figure 4. The triangle relationship leads to:
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Figure 4: Inverse kinematics of the �nger
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Thus, the 4 joint angles are given by the following equa-
tions:
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�
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� l2

0
� d2

3
+ 2d1d2 cos q2

+2l0d3 cos 5q2=3� � = 0;

q1 = atan2(YM ; XM )� �;

where q2 is obtained by numerical computation.

2.2 Case of the thumb

The thumb has one additive degree of freedom at the
abduction/adduction proximal interphalangeal joint.
In order not to add tedious computation to the in-
verse kinematics problem, we chose to keep 4 degrees
of freedom to describe the motion capabilities of the
thumb. The resulting motion restriction does not al-
ter the thumb's gripping capabilities, as far as robotic
applications are concerned. The motion of the thumb
is de�ned by one rotation around the z-axis followed
by 2 rotations around the y-axis, in relative frame de-
scription. The thumb tip thus points to the little �nger
knuckle base (see Figure 5).
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Figure 5: Kinematic model of the thumb

The transformation matrix is then given by:

[M ]Rc
=R[Y; q0] T [x; d0] R[z; q1] T [x; d1]

R[y; q2] T [x; d2] R[y; q3] T [x; d3] [M ]Rf
:

We link the last two angles according to the following
empirical equation, which appears to be a good approx-
imation of reality:

q3 = q2:

The position of the thumb's tip [XM ; YM ; ZM ] with re-
spect to Rp can be written:

8><
>:

XM = cos q1(d1 � d3 + d2 cos q2 + 2d3cos q2
2);

YM = sin q1(d1 � d3 + d2 cos q2 + 2d3cos q2
2);

ZM = � sin q2(d2 + 2d3 cos q2):

In the same frame, the inverse kinematics expression
comes forward:
8>><
>>:

q1 = atan2(YM ; XM );

q2 = acos
�d2 +

p
d2
2
� 4(2d3(d1 � d3 �XM= cos q1))

4d3
;

q3 = q2:

3 Hand detection and recon-

struction

3.1 Cue detection

A minimum number of color cues need to be added on
the hand to perform accurate posture reconstruction.
Three points on the palm are �rst necessary to recover
both its position and orientation. Second, since the �-
nal position of one �ngertip is su�cient to compute the

knuckle angles provided the abduction angle is known,
each �ngertip is marked with a unique color. The user
thus wears a dark glove covered with one colored label
on each �ngertip and three on the upper-palm. Among
the hue-equidistant colors in the Hue Saturation Value
system, bright colors appeared to be more suited to
color segmentation under non uniform lighting. As a
result, white points were chosen for the palm then one
red, orange, cyan, green and yellow point for the di�er-
ent �ngers, as shown in Figure 6.

Figure 6: The experimental glove

A single camera records the hand's motion, while fea-
ture tracking is achieved by starting from the position
of the cues in the previous frame. As mentioned above,
color segmentation is based on the hue and saturation
of the pixels under consideration.

3.2 Reconstruction of palm posture

Assuming the dimension of the palm's triangle is
known, it is possible to compute the position of the
3 points in space according to a simple equation given
in [10] under the orthoperspective camera projection
approximation. The triangle's pose recovery problem
generally leads to two distinct solutions which we dis-
criminate with the estimated palm orientation.

3.3 Reconstruction of �nger postures

3.3.1 Case of �ngers II to V

Starting from an estimation of the abduction angle q0
based on the hand's rest position, the �nger's plane of
motion is known, thus giving the position of the �n-
gertip in space. The inverse kinematics equations then
give joint values q1, q2, and q3, as shown in Figure 7.

The abduction angle needs to be determined precisely
in order not to lead to unreachable �ngertip positions
in space for the inverse kinematics problem. As a re-
sult, among the possible values for q0, according to the
hand's physiology, the corresponding exion angle q1
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Figure 7: 3D reconstruction of the �ngertips

is tested over the authorized scale. The mean angle is
chosen so as to maximize the angular distance from the
critical positions, Figure 8.
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Figure 8: Multiple solutions to the inverse kinematics
problem

3.3.2 Case of the thumb

The thumb's plane of motion is de�ned by q0 and q1.
The intersection between this plane and the line of
sight going through the thumb tip gives the estimated
3D position of the thumb. To ensure that this posi-
tion matches the thumb's kinematics so that an inverse
kinematics solution exists, we minimize the distance be-
tween the estimated 3D position of the thumb and the
nearest position the thumb can reach with respect to its
kinematics over q0 and q1. A smoothing is �nally per-

formed to give a realistic motion of the reconstructed
hand when visualized using a graphical hand model.

3.4 Occlusion handling

During the cue detection phase, it may happen that one
or more color tips are not detected. In this case, it is
assumed that the visibility of the �ngertip under con-
sideration is obstructed by another �nger. We de�ne a
visibility table which orders the 3D positions of the �n-
gertips by their visibility to the camera. One �ngertip
may then be occluded by any �ngertip that precedes
it in the table. Observations of human movements re-
veal that three major classes of occlusions stand out.
First, when the hand rotates around the middle �nger
axis, the furthest �ngertips may be occluded by the �n-
gers nearest to the camera, as shown in Figure 9(a,b).
Second, the hand may rotate if the wrist is folding, re-
sulting in self-occluded �ngertips, as illustrated in Fig-
ure 9(c).

(a) (b) (c)

Figure 9: occlusions due to the palm motion

At last, when the �ngers are closing, one �nger may be
occluded by any �nger that precedes it in the visibility
table. An example is shown in Figure 10.

Figure 10: Occlusions due to the �st closure

During the reconstruction step, exion angles of the
occluded �ngers are iteratively incremented until the
occlusion is validated by testing the non visibility of
the occluded tip. In order to validate the presence of
any occlusions, geometric visibility tests must be per-
formed on the 3D hand con�guration. The �ngertip is
modeled as a sphere and each phalanx as a cylinder.



One �ngertip may either be occluded by its own pha-
lanxes or that of another �nger. Figure 11 highlights
the possibilities of occlusions of one sphere by another
sphere (at the end of the cylinder) or by a cylinder (one
phalanx), depending on the viewpoint.

Figure 11: Phalanx and �ngertip model

Self-occlusion: the angle between the line of sight reach-
ing the �ngertip and the motion plane of the �nger must
be less than the visibility angle of the �ngertip with re-
spect to the phalanxes.
Occlusion of one sphere by another sphere: the sphere
must be inside the cone whose apex is the optic center
and that wraps the �rst sphere.
Occlusion of one sphere by a cylinder: the sphere must
be inside the dihedron de�ned by the two tangent
planes of the cylinder going through the optic center.
The test of self-occlusion is performed �rst, followed by
that of the tips and the phalanxes of all foremost �n-
gers until the occlusion is validated. More details are
covered in [11].

3.5 Illustration

In order to validate the hand reconstruction results,
a graphical model of the hand simulates the motion
thus obtained. The virtual hand is modeled with the
graphic library OpenGL, taking advantage of the low-
level object de�nition. The graphical hand model pa-
rameters are computed with the joint values extracted
from the hand in the image sequence. The model du-
plicates the motion of the hand in the reference frame
of the camera, allowing direct estimation of the recon-
struction quality. Besides, the hand can be animated
in any reference frame whose expression is given with
respect to the reference frame of the camera, as shown
in Figure 12 .

Despite some inaccuracy in the replica as far as the
thumb is concerned, the initial posture of the hand is
fairly well recovered by the graphical model. The dif-
ference in the thumb angles can be accounted for by the
error in the 3D position of the thumb's tip owing to the
optimization procedure of reconstruction. Besides, the
main weakness of the system is its sensitivity to error
in palm pose estimation. These errors are mostly due

(a) Original
frame

(b) Graphical
model

(c) Graphical
model in a
relative frame

Figure 12: Reconstruction of the hand in another ref-
erence frame

to the fact that the palm is in fact a non-rigid object
and that deformations of the triangular pattern drawn
on the glove are incorrectly interpreted by the pose es-
timation algorithm. Reducing the size of the pattern
so that it should rest on a nearly-rigid part of the hand
can greatly contribute to the elimination of this prob-
lem and is being investigated. Nevertheless, more er-
rors occur in the reconstruction of a single static image
than in an image extracted from a sequence where pre-
dictions of the current angles from the previous ones
as well as smoothing enhance motion naturalness, as
shown in Figure 13.

Figure 13: Reconstruction of an image sequence

As a result, it is possible to give a meaningful represen-



tation of the hand sequence from any point of view.

4 Applications

4.1 The hand as a visual control guide

The system we have just described may be exploited in
several applications requiring the information extracted
from the hand posture, in particular so called `learn-
ing by watching tasks' involving manipulator control.
We consider here a gripper control application where
a camera is calibrated in the robot's reference frame.
The image sequence of the hand can be computed in
any reference frame de�ned with respect to the frame
of the hand's camera. Therefore, the hand sequence
can be projected in the frame of the robot's camera,
provided the relationship between the hand's camera
and the robot's camera is known.

feature detection posture reconstruction transformation

experimental setup robot gripper

visual servoing

video input 

Figure 14: The master-slave servoing application

The robot gripper then performs a grasping task in a vi-
sual servoingmode, being driven by the passing through
con�gurations de�ned in the robot's camera reference
frame, [12{15]. Each cue of interest is projected in the
robot's camera frame in order to give the goal con�g-
uration guiding the gripper to the target object. This
system acts as a master-slave controler where the grip-
per takes fully advantage of the human skill in a grasp-
ing task, as shown in Figure 14.
This application is currently tested by simulating the
robot's kinematics in a graphical environment, as shown
in Figure 15.
For the moment, two white points are chosen on the top
of the gripper to constitute the cues to be controlled in
the image. The desired trajectory of the two reference
points is simulated. The gripper is then controlled in
visual servoing mode in order to track the desired cues,

(a) front view (b) top view

Figure 15: Graphical model of the robot

starting from a remote position. The resulting feature
trajectory of the gripper is depicted in Figure 16, where
co-ordinates are given in pixels. The real trajectory re-
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Figure 16: The trajectory of the gripper cues from vi-
sual servoing

veals some oscillations due to the lack of information
given by two points as regards the gripper's orientation.
Yet, more precision can be gained by investigating the
control of at least three points on the gripper.

5 Conclusion

This article describes a hand posture reconstruction
system taking in input the image sequence of a moving
hand. The mathematical model of the hand is de�ned
and the inverse kinematics solution is provided as well.
The posture of the hand is recovered after robust de-
tection and reconstruction is performed and a sequence
of 3D graphic hands is generated. It becomes easy to
display this sequence in any reference frame and in par-
ticular in the �eld of view of a robot gripper in order
to achieve visual servoing control for the gripper. The



hand model is also accurate for 3D input device appli-
cations where a mapping is de�ned between the hand
posture and some actions on a display, all the more
since the amount of degrees of freedom of the hand al-
lows no restriction. Further work is being carried out on
the number and kind of 2D hand features for the visual
servoing, so that more precise gripper control could be
performed.
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